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1 Preamble

Artificial intelligence is one of the key concepts of our time. Artificial intelligence can 

enhance some aspects of our lives in previously unimaginable ways, but it can also evoke 

images of a dystopian future, linked with a feeling of helplessness. Some regard it as 

the ultimate cure-all, while others see it as a great danger. So what does the term really 

mean today? It was coined over half a century ago, and was originally used purely to 

describe “thinking machines.” Today we think about artificial intelligence principally in 

connection with high-performance computers.

Although the idea of artificial intelligence is not fundamentally new, rapid de-

velopments in computer technology, and particularly the increasing availability of large 

volumes of data – big data – have made access to it much easier and led to heightened 

interest in this topic area. There is scarcely a nation, hardly any national or international 

advisory body on (bio-)ethics that has neglected to devote a considerable amount of 

attention to digitalization and artificial intelligence, weighing up the potential benefits 

and dangers.

The Bioethics Commission of the Austrian Federal Chancellery has already 

addressed the ethical aspects of this subject in the past, both internally and at public 

events. As far back as 2009 the Commission published an opinion paper on “Assistive 

Technologies – Ethical Aspects of the Development and Use of Assistive Technologies 

with Regard to Older People.”

In 2016 the Commission held a public meeting in the Federal Chancellery on the 

use of robots in the care sector under the title “Of Humans and Machines: Robots in 

Care.” In this context national and international experts, together with members of the 

Commission, discussed ethical implications and social consequences of automation in 

healthcare. This meeting of the Commission was the beginning of an intensive process of 

engagement with this topic, which resulted in the 2018 publication of a unanimous opinion 

on “Robots in the Care of Older People.” Although this concluded the special focus on 

this topic, it was evident that all members shared a wish for further discussion on big 

data, artificial intelligence, and medicine. Under the Austrian Presidency of the Council of 

the European Union in the second half of 2018, the 23rd National Ethics Councils (NEC) 

Forum – which brings together the chairs and leaders of national bioethics councils and 

commissions – was held in Vienna on September 19 and 20, with representatives from 

the European Group on Ethics in Science and New Technologies (EGE), the Council of 

Europe, UNESCO and the WHO. At this meeting members of the EGE also presented 

an opinion statement on the topic of Artificial Intelligence.

In the first half of 2019 the topic of “Digitalization & ethics” was explored further 

in a joint workshop involving the Bioethics Commission and Think Austria (a strategy unit 

of the Federal Chancellery), and various international experts, as part of the “Geist & 

Gegenwart” Whitsun Dialogue at Seggau Castle in Styria.
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Today it is rare to find a scientific conference that does not include expert pres-

entations on artificial intelligence. Increasing amounts of public and private funding are 

being invested in this area, with great expectations of a better life in an ageing society. 

Medicine in particular is one of the fields with high hopes of new technologies. With 

growing frequency, artificial intelligence and complex data analyses, which physicians 

themselves do not understand in detail, are becoming part of the standard procedures 

used to help make medical decisions.

So what are the particular ethical problems that may arise in this kind of situ-

ation in healthcare? Many people fear that problems may result if medical staff trust 

computerized assistance systems based on artificial intelligence when treating patients, 

rather than making their own assessment. On the other hand, where there is divergence 

between a judgment made by artificial intelligence and one based on a physician’s clinical 

experience, the question arises as to which are the most appropriate decision-making 

procedures. Finally there is also the question of how to program medical assistance 

systems in a way that is ethically justifiable, when medical and economic factors can 

be taken into consideration, hidden discrimination by algorithms can in theory not be 

excluded, and decisions are constantly being made which could potentially be life-and-

death decisions.

Effective medical care is particularly dependent on scientific advances. These 

advances, however, come not only from the innermost sanctum of medicine, but from 

interdisciplinary collaboration between the life sciences and the humanities. Two hun-

dred years ago, the work of physicians was still very limited. It was not until the late 

18th and early 19th century that modern medicine began to emerge. The medical world 

began to reflect upon itself, with a new “physicians’ perspective” – a different way of 

seeing things, based on a new structure between words and things, and facilitated by 

the medical work being done in the increasingly numerous hospitals, where patients 

were treated by physicians. Here – in contrast to the old-style medicine, which took 

place in isolation beside the sickbed – patients could be observed and their clinical 

histories compared. The new practice of observing symptoms, systematic methods for 

physical examination, and in some cases the subsequent postmortem resulted in new 

perspectives on disease, as well as on patients themselves. This was also where the 

professional skills of physicians began to be standardized. In Vienna, the achievements 

of the great physicians in the First and Second Vienna Schools of Medicine were a 

testimony to these developments.

These processes have continued. In the past just as today, physicians have 

always been required to constantly keep abreast of new understanding and methods, 

to continue to develop their skills, not to stand still, but instead to apply new scientific 

findings in their day-to-day work, while also maintaining a sensible respect for tried 

and tested methods, and continuing to use these. The difficulty, however, is that today 

our accumulated medical knowledge is so extensive that it is no longer possible for an 

individual to access the entirety of the existing and relevant knowledge at the moment 

of clinical decision-making.
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Discussions within the Bioethics Commission are not focused purely on scientific 

research findings, but primarily on the work of physicians and the associated respon-

sibilities. Ethical principles such as respect for patients’ autonomy, the “do-no-harm” 

principle, care, and the priority of patient well-being, as well as the principles of equality 

are all important topics. The impact of artificial intelligence is no exception.

2 Introduction

Digital technologies have not only revolutionized medical research (e. g. by making it 

possible to analyze big data), enabled completely new treatment methods (e. g. person-

alized medicine) to be developed, and reformed the administration of the healthcare 

system (e. g. electronic patient records), but also have an effect on medical and nursing 

care in direct contact with patients.

“Digital technologies” include a broad spectrum of tools and services that use 

electronic information and communications technologies (ICT). In the healthcare context, 

relevant applications are “electronic health” (e-health) or “digital health,” which include 

the following areas: telemedicine, teleconsultation, telecare (ambient assisted living, or 

AAL), telediagnosis, virtual laboratories, telemonitoring, electronic medication, digital 

documentation / clinical history, health portals, personal health management, social 

health networks, e-learning, electronic billing, e-payments. These ICT applications 

have to some extent become part of routine practice, and are being further developed 

with more innovative use of big data, machine learning and artificial intelligence (AI). 

Algorithms are a key tool of digital technologies, and form the basis of all computer 

programs; “algorithmic decision-making systems” describe the entire process from data 

collection to the eventual findings.

The most important manifestations include the following:

• Support for diagnostic evaluation with modern sensor technology, which, thanks 

to mobile devices, networked environments, and automated data processing, 

allows the diagnostic process to be extended into patients’ homes; as a result 

procedures that were previously undertaken for a specific reason are evolving into 

continuous monitoring.

• Support for diagnosis and treatment decisions through the use of advanced 

algorithmic systems (rule-based programming and /  or machine learning), which 

includes a range of functions – from patient-oriented triage systems to medical 

decision-making assistance software and algorithmically determined decisions for 

immediate application.
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• Support for care-related or medical procedures using robotics (see the Bioethics 

Commission’s opinion paper on “Robots in the Care of Older People”).

Embedding digital technologies into situations involving direct contact between phy-

sician and patient changes the relationships in both directions. Certainly, digital 

technologies may turn patients into more pro-active and self-reliant partners in the 

process of preventive care, diagnosis and treatment. However, physicians increasingly 

assume the role of intermediary between the technology and the patient. Both these 

tendencies have direct consequences for medical training and continuing education, 

just as they do for the equipment needed in medical institutions and the structure of 

the healthcare system, as well as the relevant legal frameworks. The unique nature of 

the physician-patient relationship, however, also makes higher demands with respect to 

following ethical principles in the design of digital technologies (“ethics by design”). 

The observations on the following pages about the work of physicians apply equally to 

the nursing and care sectors.

It is also evident that modern medicine has increasingly become a form of data- 

intensive biomedicine, due to a series of technological tools that have been developed 

with the sequencing of the human genome and to the establishment of new branches of 

science such as bioinformatics and data science. These enable to more clearly capture 

and to a certain extent experimentally record the complexity of living systems, so that 

today we have a different understanding of complexity in the context of health and 

sickness from that of the late 20th century.

The possibility of finding “meaning” in large volumes of data through machine pro-

cesses, which are increasingly also “learning” and evolutionary, i. e. “intelligent” processes, 

brings visions of individualized (personalized) medical care, and of a patient-centered, 

highly efficient healthcare system closer to reality than ever before, to the extent that 

scientific knowledge about their application can be made accessible in a way that is 

helpful to humans. Clearly this is an enormous challenge which is highly controversial 

and gives rise to a range of ethical issues.
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3 Physicians and their 
work, big data and artificial 
 intelligence

This opinion paper focuses on the implications of big data, artificial intelligence, and 

 machine learning for the work of physicians, along with their use in diagnosis and 

treatment planning. For this reason it explores some fundamental reflections on the 

practices and responsibilities of physicians (including legal perspectives), on psychosocial 

aspects of the relationship between the physician and the patient, and on economically 

motivated efforts to make healthcare more efficient and effective.

The aim of this paper is to give physicians and decision makers in the healthcare sector

1. some insights into this topic area, and to describe the mathematical, technical, 

medical and legal aspects;

2. in particular to explain the ethical issues associated with the use of big data, 

artificial intelligence and machine learning; and

3. to provide recommendations for action on various levels.

Although other healthcare professions are also affected by this topic area, this paper 

concentrates specifically on the work of physicians.

3.1 The work of a physician

In comparison to the tried and tested forms of evidence, the use of big data, artificial 

intelligence and machine learning presents some new challenges for physicians. These 

concern the collection and recording of data, and the interpretation of computer- 

generated diagnoses and suggestions for treatment. In clinically-oriented research it 

also concerns the sharing and exchange of data.

3.2 Psychosocial aspects of the relationship between 
physician and patient

The physician’s work begins in the waiting room, or perhaps even on the telephone 

when the patient calls to make an appointment; being kept waiting for a long time can 

already affect the patient’s attitude towards the physician. The work of the physician 
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includes greeting and making eye contact, the tone of voice and handshake, and also 

involves listening in a particular way: with empathy, receptively, communicating warmth 

and security. So the physician’s work begins at a much earlier stage than we might think.

Good communication between physicians and patients is a key element of clinical 

practice. It is a vital part of medicine and a central element of care provision (Epstein 

2017; Street et al. 2009; Balint and Shelton 2002). It is a combination of good interper-

sonal relationships, effective information exchange and enables the patient to make a 

decision (Borck 2016; Epstein 2017; Müller-Mielitz 2017; Hehner et al. 2018).

3.2.1 The medical consultation
Physicians are generally highly trained but they may lack some communicative and psy-

chosocial skills. A frequently quoted study by Beckmann and Frankel (1984) found that 

doctors interrupt patients after 18 seconds of conversation on average. There are also 

recent studies confirming that physicians have difficulty communicating with patients. 

For example Street and Haidet (2011) show that doctors frequently do not acquire 

sufficient understanding of the attitudes and values of their patients, if the latter are 

not pro-active in communication.

1. There are many obstacles to effective communication. From the physician’s 

perspective this is not just a question of the heavy workload. Doctors frequently 

work in a context of anxiety: they worry about unrealistic expectations, and about 

patients’ fears, and that they may not be able to help. In this atmosphere it is 

often difficult to be open about the unknown and to face the unexpected.

2. Having to convey bad news and withstand (strong) emotions is often depressing 

and energy-sapping. On the other hand, it is empowering and satisfying for 

physicians to be able to share decisions on the basis of informed consent or in 

the case of particularly complicated medical information. Patients can be passive, 

reluctant to give their own opinion or begin discussions about aspects of their 

treatment. Furthermore, doctors often find it difficult to create the right atmos-

phere for participative communication (Ubel et al. 2017). Reasons for this include 

“failing to communicate clearly to patients about decision-relevant information, 

overwhelming patients with irrelevant information, overlooking when patients’ 

emotions made it hard to engage in choices, and making recommendations before 

discussing patients’ goals” (Ubel et al. 2017, 31). Effective communication helps 

patients cope with their illness and the associated treatment. So it is important to 

empower them to make decisions.

3. Physicians tend to overestimate their own knowledge and the ability of patients 

to understand the facts (Tversky /  Kahneman 1974). Consequently, doctors’ general 

familiarity with medical terminology may mislead them into assuming that their 

patients understand their explanations (Gundling et al. 2019). This is compounded 

by a tendency for physicians to overestimate the benefit of what they are doing. 

This is described as the “therapeutic illusion.” It is quite common for the work of 
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physicians to demonstrate what Epstein (2017) defines as a confirmation bias, 

namely the belief – which is difficult to correct – in the beneficial effect of their 

own orders and prescriptions (Epstein /  Pro-Publica 2017). Often the diagnosis 

that comes into the physician’s mind first is the one selected.

4. We know that the act of talking itself can have a therapeutic effect, by reducing 

anxiety as well as providing comfort and encouragement. However, the effect is 

often not directly observable, but is evident instead from patients’ understanding, 

confidence, and agreement (Street et al. 2009). This leads to the realization that 

the doctor herself or himself is a “drug” although it is often not certain how 

frequently it should be administered, what the appropriate dosage is and what 

the side-effects may be (see below).

3.2.2 The dynamics of the physician-patient relationship
In his classic text “The Doctor, His Patient and the Illness,” Balint (1964) identified six 

key factors that affect the development of the physician-patient relationship:

• The “basic fault”, a concept originally from psychoanalysis, is a reaction to expe-

riences in early childhood. It determines how an individual reacts to stress and 

affects the way people react to their environment. Doctors who are self-aware 

are better able to understand their patients. (The “basic fault” exists in every 

individual.)

• The “apostolic function” of doctors refers to their paternalism. Physicians have a 

tendency, as soon as patients have described their symptoms, to develop a fixed 

idea about what is right for them, what they should expect, what they will have to 

put up with, and how they should behave.

• The mutual “investment fund”: the idea is that physicians and patients “train” each 

other. Balint calls this a “mutual investment fund”. If this is successful, it results in 

a positive, trusting relationship that is beneficial for both parties.

• The role of physicians as a therapeutic agent: the “doctor as a drug” is in use 

constantly, but we know very little about its pharmacological effects and side- 

effects, or its dosage. However today we do know that the placebo effect plays a 

significant role.

• The “deeper diagnosis”: the mutual “investment fund” provides the framework 

within which physicians are able to learn more about patients and so formulate a 

“deeper, more holistic diagnosis.”

• The “collusion of anonymity”: patients with multiple undefined symptoms are often 

sent to various different specialists for investigation. If none of these specialists 

is able to arrive at a diagnosis, the outcome is often an endless loop of “all clear” 

letters, and another round of visits to doctors when further symptoms emerge. 

Balint (1964) speaks of a “collusion of anonymity,” a covert agreement that none 

of the physicians involved feels responsible for these patients in the appropriate 

sense.
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So we can see that the relationship between physician and patient is easily hampered, 

and it is no surprise to find that these relationships are frequently tense, uncomfortable, 

and unsatisfactory.

3.2.3 The significance of transference, countertransference, 
and  different  attachment styles
Research studies have shown that a significant percentage of physically ill people suffer 

from severe anxiety and depression: here good mechanisms for transference and counter-

transference – successful attachment – are particularly important. This presupposes, 

however, that patients have the right – which for good reasons is documented – to 

self-determination, which includes the right not to know, and the right to be irrational. 

There may be good reasons for refusing treatment or for stopping it, such that these 

kinds of decisions cannot necessarily be attributed to the patients’ attachment style.

The relationship of the patient to the physician is seen as a transference of 

earlier relationships to important caregivers. If patients do not accept the treatment 

proposed, or want to be discharged early, this can in some circumstances be traced back 

to an unsatisfactory atmosphere in their dealings with care providers. The possibility 

must then be considered that early childhood experiences may have affected their 

relationship with key caregivers.

Physicians’ feelings and reactions towards their patients are described as 

counter transference. This too is influenced by early relationships and can have both 

positive and negative effects on the relationship between physician and patient. 

Physicians therefore need a certain amount of introspection, to recognize and under-

stand their own feelings and internal obstacles. From the medical perspective, they 

need to observe and analyze the way their patients’ behave, but also to examine their 

own feelings (including challenging responses such as anger, helplessness or intense 

emotional impact).

At this point it is helpful to take a look at some research findings on attachment. Based 

on the attachment theory developed by John Bowlby and Mary Ainsworth (2003), Bart-

holomew and Horowitz (1991) defined four prototypes for adult attachment behavior:

• The secure attachment style is observed in people who had warm, emphatic 

caregivers who successfully communicated a fundamental feeling of security. 

This type of patient is receptive, open, and cooperative in contact situations.

• The preoccupied attachment style is characterized by dependent behavior 

in the patient, strongly expressed feelings, and an intense need for emotional 

intimacy. In the medical setting, a chronic sense of vulnerability or danger makes 

these patients pay very close attention to their physical symptoms. This can make 

it difficult for physicians to ascertain hard facts from the clinical history.

• The dismissing attachment style: in childhood these people experienced too 

little sense of being cared for and protected. In situations that demand a certain 



13The work of physicians at the interface of big data, artificial intelligence and human experience

amount of intimacy and dependency, these patients tend to react in a reserved, 

defensive and frequently distrustful way, because they feel helpless.

• The fearful attachment style: in childhood these individuals’ needs were 

rebuffed by their caregivers, or they experienced unkindness. In case of illness 

this often results in an insecure, ambivalent response to the doctor. These 

patients make it clear that they are suffering, but refuse medical treatment. They 

need trust to be built up very carefully, and need a calm and gentle approach 

from the attending physician.

Sometimes doctors need to be organized, scientific, and decisive. Then sometimes they 

need to be more aware of their own reaction to the patient, for example to recognize 

something unexpected, a tension in the air, a lack of knowledge, conflicts related to 

the patient’s current problems. Frequent, short contact times combined with a sense of 

long-term commitment help these patients to allow the physician into their confidence 

at their own rhythm, depth and pace, and this also allows the physician to define the 

appropriate boundaries for his /  her involvement. The “ideal” consultation results in a 

special moment of mutual understanding.

To summarize, both at the emotional level and with regard to modern medical eth-

ics, it is important to develop a trusting and productive human relationship /  attachment.

3.3 Legal responsibility for the work of physicians

The aim of any physician’s work is to contribute to the wellbeing of sick and healthy 

patients, in accordance with the current status of medical science and experience (see 

Austrian Physicians Act – ÄrzteG, Section 49).

If harm is caused to a patient by any action contrary to good professional 

practice, this may result in a civil and possibly also criminal liability, both for the 

individual and also in certain circumstances for the legal entity concerned. In any such 

case, a judgment is always made in retrospect (ex post) by the courts – with reference 

to expert opinion where necessary – as to whether the work of the physician(s) was 

professionally correct at the time (ex ante), and whether all necessary precautions 

were undertaken to minimize risk. There is no legal assurance in advance to the effect 

that a specific course of action is also legally correct in all circumstances. This applies 

equally to technology-assisted surgical methods or computer-assisted diagnosis, as 

well as to traditional medical investigations and treatment. With this in mind, the fol-

lowing sections aim to explore first of all the general principles of liability in the work 

of physicians, followed by the liability situation in association with (the use or omission 

of) new scientific methods.

In the context of “big data,” the clinical physician is also a nodal point, gathering, 
receiving and sharing data. These data are subsequently stored, with the result – due 

to the sensitivity of such data – that a significant legal responsibility effectively falls to 
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the physician, with regard to how these data are handled. Furthermore, the physician 

requests data of various kinds, which further intensifies the responsibility already out-

lined for protecting and processing such data. The regulations on the legal handling of 

health data are by no means new, and the responsibilities with regard to data protection 

have already intensified significantly in recent years, particularly in connection with the 

General Data Protection Regulation (GDPR). At the same time, a broad awareness must 

be generated about the enormous potential of professionally gathered, curated and 

networked data in healthcare.

3.3.1 General principles concerning responsibility for 
a physician’s work
The legal responsibility of an individual is based – in both civil and criminal law – 

on social disapproval of a particular behavior and is generally expressed in terms of 

culpability. In addition there is also concept of liability without culpability, for example 

product liability or absolute liability. Legal entities are liable under civil law according to 

the same principles, whereby they are liable for the culpability of their so-called organs 

and authorized representatives (such as the culpability of selection or monitoring), in 

the context of a contract (e. g. a treatment contract) this also includes the culpability 

of every assistant. In criminal law, the responsibility of legal entities (corporate re-

sponsibility) is essentially dependent on the idea that the organization was a criminal 

accessory to culpable conduct by a specific person (individual liability). Furthermore, 

a kind of organizational culpability must be included here, when either the act must 

have been committed for the benefit of the organization, or certain obligations of the 

organization must have been contravened by the act (see Austrian Corporate Criminal 

Liability Act – VbVG, Section 3(1)). Whether or not the conduct was legally improper 

should initially be judged on whether it is forbidden by law or regulatory statute (breach 
of legal provision). If there is no such formal legal guidance, then reference is made to 

subsidiary professional rules on duty of care (breach of good professional practice). 

In this context guidelines by professional associations or other “standards agreed by 

qualified experts” can have particular significance (for general observations on the topic 

of guidelines and criminal liability, see Birklbauer 2019). If there are no such standards 

for a particular field of activity, a third possible criterion for conduct that breaches the 

duty of care is the lack of risk avoidance action which an average or more careful other 

individual working in the same field as the perpetrator would have taken (conduct of 
an average or careful other individual).

Section 49(1) of the Austrian Physicians Act (ÄrzteG) also mentions reference 

to professional standards and guidelines for the medical profession as a standard of 

care. The act specifies that a physician is required to respect “existing provisions and 

professional quality standards” and “to safeguard the wellbeing of the ill and to protect 

the healthy.” A breach of the duty of care exists if the specific physician, for example 

in establishing the medical indication for a specific treatment, or during the course of 

a specific treatment, has deviated from the general standard as accepted by (interna-
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tional) professional colleagues. The current valid standard for a professional group is 

thus effectively the criterion for legal responsibility. By the same token, professional 

guidelines also include a presumption of due care. The physician who treats patients 

in accordance with the guidelines is acting with due care providing he /  she has no ev-

idence that the principles recommended in the guidelines no longer correspond to the 

definition of good professional practice. To this extent professional associations also 

bear a certain amount of responsibility, namely to ensure their guidelines match the 

current status of specialist expertise. This is a considerable challenge, particularly in 

connection with research methods where due to the complex data structure it is difficult 

to ascertain the quality of the data.

In this context, medical computer programs, for example, which are categorized 

as medical devices, are accorded a certain presumption of trust, providing this catego-

rization is based on a legally established conformity assessment procedure (see 3.3.2).

3.3.2 Intelligent software as a medical device
The use of “artificial intelligence” by physicians does not occur in a legal vacuum or on 

a purely experimental basis. On the contrary: software, including any form of artificial 

intelligence, is regarded as a medical device if it is specifically intended by the manu-

facturer to be used for one or more of the healthcare purposes included in the definition 

of medical devices. However, general-purpose software (e. g. office software) – even if 

it is being used in healthcare organizations – is in principle no more a medical device 

than lifestyle products (e. g. fitness apps) are.

Medical devices can only be introduced to the market and used by the physician 

if they have been through the prescribed conformity assessment procedure and they 

fulfill the “essential requirements.” Until recently the essential requirements were defined 

in the relevant Annex I to Directives 90/385/EEC (active implantable medical devices), 

98/79/EC (in vitro diagnostic medical devices) and 93/42/EEC (other medical devices). 

Effective May 26, 2020, these Directives (and the relevant national laws implementing 

them) have been replaced by Regulation (EU) 2017/745 (Medical Device Regulation, or 

MDR), and by Regulation (EU) 2017/746.

The appropriate conformity assessment procedure, and to what extent this needs 

to involve an independent testing and certification authority (the “appointed author-

ity”), depends on the potential risk of the devices. Thus the MDR (in line with Directive 

93/42/EEC) stipulates that devices should be categorized into four classes (I, IIa, IIb, 

III) according to the criteria specified in Annex VIII. Conformity assessment is carried 

out in according to Annex IX of the MDR, based on a quality management system and 

evaluation of the technical documentation.

The MDR also includes comprehensive provisions concerning software. Software 

designed to control a medical device or to influence its use is classified in the same 

way as the device itself. If the software is independent of other devices, it is classified 

separately. Software intended to monitor physiological processes belongs to Class IIa, 

unless it is intended for monitoring vital physiological parameters, where a change could 
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lead to an immediate risk for the patient (in which case it is Class IIb). Software designed 

to provide information to aid decision-making for diagnostic or therapeutic purposes 

belongs in principle to Class IIa. If such a decision could result in serious detriment to 

a person’s health, or in the need for surgical intervention, the software is categorized 

as Class IIb. If the decision concerned could have effects that might result in the death 

or irreversible detriment to a person’s health, it is categorized as Class  III. All other 
software is categorized as Class I.

3.3.3 (Omission of) due consideration of new research findings
With regard to the connection between deviations from a defined standard and liability 

for negligence, reference can be made to the principles formulated for off-label use 

of treatment methods or the medications (see Kopetzki 2008; Mayrhofer 2014). The 

absence of market authorization for a specific treatment does not necessarily mean 

that its application would be a breach of good professional practice, and thus not 

permissible under Section 49(1) of the Austrian Physicians Act (ÄrzteG). On the con-

trary, the use of such a medication may even be advisable, as long as this application 

of the medication is indicated according to the relevant current status of medical and 

pharmaceutical understanding and there is a good prospect of success. However, the 

physician making “off-label” use of a medication has a heightened obligation to justify 

its use, because he /  she cannot base this “simply” on the authorization, and must cite 

other sources instead. Here in addition to scientific publications the guidelines published 

by professional associations play an important role, which is vitally supported by the 

wide availability of real world data.

If a piece of software has not been evaluated by the appropriate conformity 

assessment procedure, but the physician still wishes to base a diagnostic and /  or thera-

peutic decision on algorithmic calculations, caution is advisable. The use of new treatment 

methods or findings may in a given case be a basis for (civil or criminal) responsibility, 

if this can be seen as negligence. For example, if new, as yet insufficiently researched 
methods are used and the patient is harmed as a result, a legal responsibility arises 

if such treatments are considered experimental, without an adequate evidence base. 

Liability might not apply if the patient has consented to the possible outcomes with 

adequate knowledge of the full risk; where a criminal issue is concerned the justifying 

consent is limited by the corrective of the violation of moral principles (see Austrian 

Penal Code – StGB, Section 90).

On the other hand, legal liability may also be established if a new, promising 
treatment method is withheld from the patient because the physician has not yet 

familiarized himself with it and does not wish to do so. Liability would then only be 

inapplicable if the relevant treatment method is not accessible, or cannot be arranged, 

since no one can be obliged to do something that is not actually available to him /  her.

In order to provide patients with comprehensive and thorough information to 

form the basis on which they can accept or decline possible treatments, it is essential 

that physicians themselves undertake adequate continuing education, so that they 
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can suggest and explain these sorts of options. When using algorithmic support for 

diagnoses and treatments it is particularly important for the physician to have sufficient 

understanding of how the relevant data and the underlying algorithm etc. are derived, 

and that he /  she can trust the quality of published studies and the methods used. In this 

light, the review process in advance of a publication has particular significance. Here too 

the standard of care is generally based on the physician with average knowledge and 
skills who has also fulfilled his /  her obligation for regular continuing education. For all 

legal considerations of liability however, it must be kept in mind that the legal scope of 

liability should not be stretched too far. Negligence means the failure to uphold “due” 

care, rather than the neglect of “possible” care.

3.3.4 Responsibility vacuum with the use of artificial intelligence?
In connection with civil liability when artificial intelligence is used, concerns are often 

expressed about a responsibility vacuum. In the context of fault-based liability, the 

physician (or operator of the healthcare institution where the physician is employed) is 

liable only for his /  her own culpability and the culpability of people deployed in fulfill-

ment of the duties of their employment (Austrian Civil Code – ABGB, Section 1313a). If 

instead of people it is machines that are deployed, however, liability only applies to the 

individual culpability of the physician, which may consist for example of negligence 

in the selection, use, updating or monitoring of the relevant software. If the physician 

has used recognized and certified software, applied it in accordance with the guidelines 

and might not necessarily know about any faults in the software, then the physician (or 

operator of the healthcare institution) is not liable for faults in the software as such. 

Consequently a growing body of opinion claims that Section 1313a of the Austrian Civil 

Code (ABGB) should apply equally to faults in intelligent software (see Expert Group on 

Liability and New Technologies, Report on Liability for Artificial Intelligence and other 

Emerging Digital Technologies – New Technologies Formation 2019, Recommendations 

[18] and [19]; Opinion of the German Federal Government’s Data Ethics Commission 

2019, Recommendation no. 74).

The liability of the software manufacturer is also far from certain. There is some 

dispute as to whether strict liability as defined by the Product Liability Act (PHG – 

Produkthaftungsgesetz) applies at all to software alone, or if it is only valid for physical 

objects in which software in embedded. Furthermore, liability only applies to faults that 

were inherent in the product at the time it was released on the market, while faults 

that arise from later updates or from the lack of security updates are not covered. A 

manufacturer can also be exempted from liability if he /  she is able to show that the 

fault was not detectable in terms of the current status of knowledge and technology 

at the time when the product was introduced to the market. Fault-based liability of 
the manufacturer as defined by the Austrian Civil Code (ABGB) is similarly fraught with 

difficulties, especially as proof of negligence and /  or causality is often not possible.

For this reason there is growing demand for the introduction of absolute liability 

for the use of this kind of system. An additional idea came into play briefly – suggested 
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by the European Parliament (resolution of February 16, 2017, on civil legislation in the 

area of robotics, Recommendation no. 59 et seq.) – which was to attribute the status 

of legal personality to robots and “autonomous” software; this idea has by now quite 

rightly been rejected, however, by majority view (see for example the 2018 Open Let-

ter to the European Commission, Artificial Intelligence And Robotics; Opinion of the 

German government’s Data Ethics Commission 2019, Recommendation no. 73). It seems 

now that the European Parliament is more inclined to support a two-strand concept of 

liability, encompassing (amended) product liability on the one hand and a new (yet to 

be introduced) AI liability on the other (draft dated April 27, 2020, for a Report by the 

Committee on Legal Affairs, 2020/2014(INL)).

3.3.5 Data protection responsibility
With regard to the handling of patients’ data, the physician is subject to the provisions 

of the General Data Protection Regulation (GDPR), supplemented by the Austrian 

Data Protection Act (DSG). Also of significance for physicians is the Austrian Health 
Telematics Act (GTelG) 2012. In the field of medical research the legal position is 

also defined by a series of additional regulations, particularly the Austrian Research 

Organization Act (FOG).

The Electronic Health Record system ELGA enables electronic networking of 

patients’ ELGA health data recorded in various areas of the healthcare sector. ELGA 

creates comprehensive links between inpatient institutions such as hospitals, local phy-

sicians, pharmacists and care institutions. The Austrian Health Telematics Act (GTelG) 

2012 provides clear regulations about who is permitted to access ELGA health data: 

apart from the patient himself /  herself, it is exclusively those physicians and ELGA 

health service providers who are actually treating or advising the patient concerned. The 

data cannot be accessed for example by public authorities, company physicians, or any 

physicians who have been specifically excluded from access by the patients themselves. 

The first data available through ELGA are medical and care notes on discharge from 

public hospitals, laboratory results, radiology results, and medication data, i. e. prescribed 

medications must be recorded in the e-database of medications. Pharmacists are also 

obliged, from a specified point in time, to record the dispensation of prescription-only 

medications and drugs that have the potential to interact with other medications. As 

a result of the Austrian Health Telematics Act (GTelG) 2012, there are numerous other 

requirements concerning the collection, storage and transmission of data that physicians 

need to consider.

Most of the data collected and processed by physicians is health data and 

therefore falls into the “special categories of data” as defined by Article 9 of the GDPR, 

which are subject to stricter requirements for processing. Any processing of such data – 

even just viewing on a screen – requires legal justification. This may be the explicit 

consent of the person affected, necessity for fulfillment of the treatment contract, or 

necessity for fulfillment of a legal obligation (such as for example according to the 

Austrian Health Telematics Act (GTelG) 2012 or the Austrian Physicians Act (ÄrzteG)). 
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In practice, these data are largely processed for fulfillment of the treatment contract 

or the statutory duty of documentation, such that explicit consent from the patients is 

generally not required. However, detailed information must be provided to patients, 

including about how their personal data have been processed, and for what purposes, 

and about patients’ rights with regard to their personal data. This may for instance also 

include the right to deletion.

In any medical practice the responsibility for legally correct data processing 

lies with the relevant (independent) physician, or in a healthcare institution with the 

operator and its agents. Any breach of data protection regulations may result in an 

administrative criminal liability and civil liability for the responsible person. As is well 

known, substantial fines are possible under the GDPR.

There is often a potential conflict between the pursuit of the best possible 

quality of medical care with the help of modern digital technologies, and the pursuit of 

data privacy. They are particularly the technologies that are widely used on the domestic 

level (e. g. data collection for health purposes by means of smart watches, smartphones 

or smart home appliances) which are in many cases inherently associated with enormous 

potential for intrusion. While there are many instances where the protection of life and 

health is assessed as having priority over digital self-determination, this cannot be 

regarded as absolute priority. Adequate data protection is not only required by law, 

but is also an important factor in creating trust and acceptance amongst patients in 

connection with data processing in healthcare, and so also adds important leverage for 

further digitalization in and of healthcare.

3.4 Economic factors and motivations

Digital technologies in the healthcare sector are also seen as system-changing from an 

economic perspective. They influence the configuration of the care process, risk profiling, 

preventive care, diagnostics, therapeutic approaches, public health, nursing and care, 

as well as research (Jannes et al. 2018, 15 et seqq.).

The economic motivator is to make the healthcare sector more effective and 

efficient through the use of digital technologies, increasing the overall cost-effectiveness 

of healthcare provision (Müller-Mielitz 2017), and delivering an appropriate return on 

investment:

• A potential increase in effectiveness is anticipated from the way digital technolo-

gies can help to enhance our understanding of the causes of disease, associated 

factors and effective treatment approaches. The aim is to reduce inappropriate 

and costly treatments.

• It is hoped that increased efficiency through the use of digital technologies will 

result in a more positive input-output ratio (particularly by reducing expenditure 

by tailoring services better to the needs of individual patients).
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• Returns on investment resulting from potential increases in effectiveness and 

efficiency benefit different stakeholders to a different extent.

These prospects are generating a high level of investment confidence (Forbes Insights 

Team 2019; Taylor 2015; Hipp et al. 2018) in digital infrastructure and other digital tech-

nologies. Pharmaceutical companies for instance are increasingly investing in apps for 

information and training on dealing with medications (Taylor 2015, 10). New stakeholders 

are also emerging in the healthcare sector. Technology companies such as Google, Apple 

and Microsoft are now becoming substantial innovators in the healthcare sector. Linked 

to these are numerous start-ups, app developers, and small technology firms that are 

appearing in the healthcare market with what are sometimes disruptive innovations 

(Kaltenbach et al. 2016; Hipp et al. 2017).

In the German healthcare sector the potential for increased cost-effectiveness is 

estimated to be worth 12 % of total expenditure overall, if existing digital technologies 

were fully exploited (Hehner /  Biesdorf et al. 2018), of which 47% would be attributable 

to inpatient care (Hehner /  Liese et al. 2018). Corresponding data on the situation in 

Austria is not available at the present time. The following technologies are regarded as 

relevant for this potential improvement in cost-effectiveness (in order of impact; Hehner /  

Biesdorf et al. 2018; Hehner /  Liese et al. 2018):

• electronic data transmission instead of on paper: standardized electronic patient 

records, electronic prescriptions, communication of health care professionals 

within hospitals, electronic payments;

• online interaction: teleconsultation, remote monitoring of chronically ill patients, 

electronic (algorithm-based) triage at the interface between inpatient and 

outpatient care;

• work processes: digital networking for nursing staff (access to patient details 

across intra- /  extramural boundaries, e. g. in-home care), barcode-based admin-

istration of medications, RFID tracking, monitoring of vital parameters, robots for 

hospital logistics, automation of simple processes, electronic payments;

• decision-making support: performance dashboards (i. e. digital information 

systems that provide internal information about care procedures by clinical teams, 

and their outcome, and so help to identify the potential for improvement), control 

of patient flows, electronic (algorithm-based) triage, support for clinical decision- 

making (i. e. for treatment decisions), decision-making support in connection with 

genetic tests;

• self-care for patients: tools for the management of chronic illnesses, medical chat-

bots, tools for disease prevention, patient-supported networks, digital diagnosis 

tools, virtual reality applications (e. g. for pain management);

• patient self-service: making appointments electronically.
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Most of the potential for increased cost-effectiveness is currently regarded as being in 

the process management of clinical, administrative and logistics areas (Forbes Insights 

Team 2019). Digital technologies are used in these areas with the aim of reducing 

transaction costs. Direct provision of healthcare (preventive care, diagnostics, therapy, 

rehabilitation) plays a comparatively minor role at present. However, this is expected to 

change in the future (Price 2019; Hipp et al. 2018, 8 et seqq.; Hipp /  Schlude et al. 2017, 

17 et seqq.; Prainsack 2019, 11 – 16).

The economic motivation behind the use of big data and machine learning for 

diagnosis and treatment planning also brings some of the ethical considerations into 

focus, particularly with respect to some emerging tensions:

• concentration on the core business of clinical medicine: reducing transaction costs 

through the use of digital technologies frees up resources for the core business of 

medicine;

• equal opportunity for access: increased or reduced inequality in healthcare 

through the use of digital technologies (“digital divide”; Fischer 2017, 147);

• increased efficiency of structural healthcare provision: support for healthcare 

research through the use of big data analyses (Jannes et al. 2018, 26);

• efficiency at the expense of effectiveness: failure to differentiate between correla-

tion and causality; encouraging automatism (Jannes et al. 2018, 25);

• responsibility for and during use: obligation for service providers to engage with 

digital technologies as part of their professional standard of care (Gründinger 

et al. 2019,12); increased transaction costs and resulting delays in development 

and use of digital technologies due to inadequate allocation and distribution of 

responsibility (Jannes et al. 2018, 29);

• risk stratification in the health insurance sector: implications of data processing 

with regard to pre-existing health conditions and patients’ adherence to treat-

ment (Gründinger et al. 2019, 17);

• competing algorithms: tendency towards monopolization in data-driven services; 

formulation of data-sharing obligations (Gründinger et al. 2019, 41).

3.5 Big data: Sources and quality

3.5.1 What does big data mean?
Critics argue that the current focus on “big data” gives the misleading impression that 

this term refers to completely new approaches. The use of the term “big data” may 

obscure the fact that the work of physicians has, for several decades – at least since 

the introduction of evidence-based medicine – been based on the systematic evaluation 

of data, either directly (by physicians consulting resources such as systematic reviews) 

or indirectly (via clinical guidelines). So this criticism should be taken seriously. At the 

same time, there is no question that the rapid development of diagnostic and therapeutic 
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technologies and tools, particularly since the turn of the millennium, and the “digital 

revolution” in general, have resulted in significant changes to established practices, 

standards, and options.

There is no universally accepted definition of “big data.” The following definitions, from 

various disciplines and contexts, are some of the most established:

• Big data as an incremental phenomenon: “big data” signifies datasets that 

are larger than those for which earlier databases and software systems were 

designed. They are larger in terms of volume, velocity (i. e. the speed with which 

they are generated and move through systems) and their variety (e. g. Laney 2011).

• Big data as a computational problem: closely linked to the previous definition, 

this one refers to datasets that are so large that they exceed existing capacities 

for collection, storage and analysis (McKinsey 2011). By this definition, “big data” 

means all datasets for which storage and processing cannot be handled by the 

means currently available.

• Big data as a techno-social phenomenon: according to this definition, the term 

“big data” describes not just datasets and the associated technologies, but 

also the recording of data about more and more aspects of our bodies and our 

personal and social lives (“datafication”).

• Big data as a methodological approach: by this definition “big data” approaches 

are those that look for correlations in large datasets, without a specific hypoth-

esis (e. g. “what correlations can be found between genetic markers and a 

phenotype in the data of 300,000 patients?” (Antes 2016)). This is in contrast to 

traditional methods that use a working hypothesis or a specific research question 

when analyzing data. If correlations are found, further research can be undertaken 

to explore whether these are spurious correlations or linked by a causal con-

nection; i. e. the working hypothesis is generated after the data is analyzed, not 

before.

• Big data denotes all data that constitute a phenomenon. This is the most 

“radical” definition of big data, and the one that is least established, relatively 

speaking. According to this definition, the term “big data” would only be used if 

for example a person’s entire body was captured by imaging technology, and not 

just the organ where a tumor is located that needs to be treated. Similarly, propo-

nents of this definition would only talk about big data if a person’s entire genome 

was sequenced, and not just the gene in which there is a suspected mutation.

• Big data as an asset: the multinational IT company Gartner defines big data as 

“high volume, high velocity, and /  or high variety information assets that demand 

cost-effective, innovative forms of information processing that enable enhanced 

insight, decision making, and process automation” (Gartner 2019). By characteriz-

ing big data as an asset, the company treats data as something that can be seen 

as property and that can be sold (see Birch 2017, for a critical view).



23The work of physicians at the interface of big data, artificial intelligence and human experience

• A particularly relevant definition in the Austrian context is that of the Research 

Organization Act (FOG): here the concept of big data is described as “the pro-

cessing of large volumes of data that are largely or completely unstructured” 

(Austrian Research Organization Act – FOG, Section 2b(3)). The notes to the Act 

explain that this definition was based on that of the National Institute of Stand-

ards and Technology, U.S. Department of Commerce (NIST) from September 2015 

(incorrectly dated in the notes as September 2017). There is now a revised version 

of the NIST definition, dated June 2018.

Building upon the work of researchers such as Gernot Rieder and Judith Simon (2016), 

the Austrian Bioethics Commission considers any interpretation of “big data” which refers 

only to the technical aspects of data-intensive practices in science and medicine, to be 

unhelpful. In the words of Rieder and Simon:

“it seems more productive to think of it as the terminologically contingent manifestation of 

a complex socio-technical phenomenon that rests on an interplay of technological, scientific, 

and cultural factors. While the technological dimension alludes to advances not only in 

hardware, software, but also infrastructure and the scientific dimension comprises both 

mining techniques and analytical skills, the cultural dimension refers to (a) the pervasive 

use of ICTs in contemporary society and (b) the growing significance and authority of 

quantified information in many areas of everyday life.” (Rieder /  Simon 2016, 2).

In this spirit we understand big data as a socio-technical practice that should be seen 

in connection with the political, economic and social factors that enable it.

3.5.2 Where do the data that are used for big data analyses in 
medicine come from?
Due to the increasing “datafication” of our society, today’s researchers have access to 

data on diverse aspects of our lives that were not recorded in this form in the past. 

Previously the only option for researchers who wanted to know about a person’s nutri-

tion, how much they exercised every day, or what effect a new medication was having 

on their gut bacteria, was to question people directly. Today such information can be 

recorded on a semi- or fully automated basis using smartphone apps or other wearable 

sensors. This means that information is no longer obtained in dialogue with the patient, 

but instead by direct interrogation of the body. At the same time, researchers today 

have access to datasets about the healthcare of large segments of the population 

(Hoeyer 2016; Kautzky-Willer et al. 2017). This means that the data analyzed for medical 

purposes no longer – as used to be the case – come exclusively from hospitals or from 

medical research. Today these data come from many different sources, as well as from 

smartphones (apps, exercise tracking, etc.), from public archives, from weather and en-

vironmental sensors, from private companies that make their data available for medical 

research either for money or as a philanthropic “donation,” etc. (Vayena et al. 2018). 
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Thanks to the digital and computational tools available today, data from various different 

sources can be combined and analyzed such that general trends can be extrapolated 

for the whole population (e. g. that taking lipid-reducing medications reduces the risk 

of cancer in diabetes patients (Kautzky-Willer et al. 2017). Furthermore, probabilistic 

statements can be made about individuals (e. g. whether a patient has a higher or lower 

risk of suffering from a chronic illness than the average of the population).

Another factor worth mentioning in this context is the blurring of the dividing 

line between medical research and medical practice in the use of data. Data that were 

collected for clinical purposes, such as for example details of diagnoses, medications 

prescribed, laboratory tests, and other information kept in patients’ records, can today 

be interrogated systematically to find hidden patterns – such as previously unrecognized 

links between patient characteristics and prognostic parameters (e. g. patients treated 

with a certain medication recover particularly quickly after an operation; or patients 

with a particular comorbidity more frequently have complications after a specific in-

tervention). Insights such as these that can be derived from hypothesis-free queries in 

large datasets, can be used to inform the treatment of individual patients and at the 

same time also enhance medical research (Wooden et al. 2017). Respecting the right to 

self-determination with regard to personal information of the individual patients from 

whom these data was sourced, and other aspects of data protection, are particularly 

important in the context of new possibilities like these.

3.5.3 Quantity and quality
Another significant consideration in this context is the quality of the data collected. In 

an era when all data used for medical research and clinical practice were recorded by 

clinicians or professional researchers, in most cases it was clear how good or poor the 

quality of the data was that were being used. In a situation where data come from many 

different sources, it is increasingly difficult to judge the quality of the datasets. This 

kind of evaluation is often impossible for both practical and technical reasons, because 

the company that provides the sensor, the app, or the device used for data collection 

treats details of the data gathering process as a trade secret. A further challenge in the 

context of data quality is the question of representativity and thus also comparability. 

In the past, large proportions of the population would be included in the datasets of a 

regional health insurance provider, for example – and thus also in the research projects 

using these datasets. Today, if telecommunications companies or fitness app operators 

make data about the movements of their customers available to researchers (e. g. to 

reconstruct the distribution of a virus), then these datasets miss out all the people 

who do not have a cellphone account or do not use fitness apps. Since these are often 

marginalized groups of people, big data approaches in medical research run the risk of 

focusing on the comparatively “healthy and wealthy” group, and overlooking the people 

who would be most likely to need support.

An additional problem for the interpretation of digital data is the availability of 

good metadata, i. e. information telling the data analyst who or what these data repre-
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sent, what the strengths and weaknesses of the datasets are, etc. The notion that data 

speak for themselves is not valid in the context of digital big data (Leonelli 2016). To be 

able to make meaningful use of the data it is essential to have good and transparent 

information about the context of data collection, e. g. exactly how were the individuals 

selected whose data are recorded in the database? How were key categories such as 

for instance diagnostic, therapeutic, demographic and other parameters defined? Were 

these categories applied in a verifiably standardized way? etc. If this kind of contextual 

information is not available, there is a risk that the data cannot be interpreted in any 

meaningful way (or facilitate wrong interpretations).

In general, on the question of data quality, it is evident that criteria for meas-

uring the quality of data cannot be formulated on an abstract basis, but must instead 

always be determined on a basis that is practice-, context-, and purpose-specific. If 

data from cellphone network operators is used for research in digital epidemiology, 

the key criteria are different from those in a context where the aim is to use analysis of 

electronic health records to find out which people would benefit most from a particular 

medical intervention.

3.5.4 Data quality and artificial intelligence (AI)
In medical research it has been well known for a long time that a medical application for 

pattern /  rule recognition can reach false conclusions due to problems with the underlying 

data. In 1997, for example, a study was carried out with the intention of making methods 

of machine learning useful for medical purposes. The aim of the study was to calculate 

a survival prognosis for patients with pneumonia, so that patients with an increased 

risk would be treated as hospital inpatients while those with a lower risk would be 

treated on an outpatient basis (Caruna et al. 2015; Cooper et al. 1997). On the basis of 

the training dataset, the rule-based system developed the (incorrect!) rule that patients 

with a history of asthma had only a very small risk and therefore could be treated on 

an outpatient basis. This could be explained by the fact that patients with pneumonia 

who also suffered from asthma were admitted immediately to the outpatient emergency 

room, where they received intensive care; consequently their survival prognosis improved 

compared to patients (without asthma) who did not receive intensive care. While the 

artificial intelligence recognized correctly that asthma patients, with the intensive care 

they were receiving, had a lower risk, it was not able to recognize that this outcome 

was dependent on the intensive care received. So a key problem in the area of data 

quality lies in the fact that data, just like the algorithms used, can be “biased,” which 

can be attributed to various different causes (e. g. collection and subsequent selection 

of data, initial design and autonomous further evolution of the algorithm, incorrect use 

etc., see also 3.7.3).

The problem of and the requirement for data quality in the field of medical 

research is therefore not limited just to big data, but also affects all collections of data 

(patient records, data from medical studies etc.; also those that are not interlinked). 

This again shows the close relationship between the technological opportunities on 
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the one hand, and the transparency of the decision-making process on the other (black 

box problem).

With regard to the collection of data from the patient by means of sensors, 

existing regulations seek to ensure that the sensors are of an appropriate quality (e. g. 

Austrian Medical Devices Act – MPG, Austrian Product Liability Act – PHG, Austrian 

Product Safety Act – PSG). The Austrian Medical Devices Act (MPG), and the Austrian 

Medical Device Regulation (MPVO) which succeeds it, imposes strict requirements on 

manufacturers, designed to safeguard the security and reliability of medical devices. 

Before a medical device can be approved, its effectiveness and security must be estab-

lished in a clinical testing process. The law also treats software as a medical device in 

many contexts. This government safety standard is accompanied by civil liability law, 

such as the provisions of the Austrian Product Liability Act (PHG), to protect patients 

from faulty products that could pose a risk to their health. In the area of product liability 

there are serious demarcation problems in this context, as to when a product is subject 

to the jurisdiction of the Austrian Product Liability Act (PHG). The Austrian Product 

Safety Act (PSG) adds subsidiary protection on the quality of sensors.

We agree that further analyses of these data by private companies (e. g. in the 

case of fitness trackers) should only be carried out for the purposes of medical research 

if the decision making process is traceable and the AI system used by a private com-

pany is therefore “explainable,” which is currently only possible to a limited extent with 

data-based systems using neural networks and is the subject of intensive research. 

Nonetheless, impressive results can sometimes be obtained, even with isolated raw data 

from the sensors – for instance the DeepHeart application depends on neural networks 

and the sensor data from smart watches (e. g. Apple Watch), which enable it to highlight 

certain cardiovascular risks (high blood pressure, diabetes, sleep apnea, high cholesterol) 

with increased sensitivity [98 %] and specificity [90 %].

3.6 Key concepts: association, correlation and causality

Association, correlation and causality are concepts that can have several meanings, 

depending on the context. In everyday use, the term “association” refers to a mental 

connection, while “correlation” is the mathematically described relationship between 

two or more occurrences, and “causality” refers to the reason for an occurrence, iden-

tifying a cause and its effect. Broadly speaking, causality – however difficult it is to 

ascertain – plays a particularly significant role in medicine and healthcare. Even the 

simple question of whether it was the tablet which resolved the headache, or if the 

headache would have stopped even without the tablet, illustrates that causality is more 

complicated than is commonly assumed, since it is not easy to identify whether it was 

the medication, the passing of time, or both, or something completely different, which 

made the headache go away.
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3.6.1 Changing definitions
With the development of data-intensive biomedicine, which is ultimately the basis 

of genetic /  genomic medicine – important in many clinical contexts today (Horton /  

Lucassen 2019) – the concepts of association, correlation and causality also gained in 

significance; this partly reflects growing scientific understanding with regard to cau-

sality in complex living systems, and the development of methodology and technology 

in statistics, epidemiology, and computer science, which is also the basis for machine 

learning (see 3.7). This also results in evolving definitions of related scientific and phil-

osophical concepts, such that causality in particular is a very multifaceted concept. If, 

for example, the efficacy of a treatment or undesired side effects have to be identified, 

a randomized clinical study can provide information, but the results often do not allow 

to prove direct causal relationships. Therefore, proving causality is a major challenge 

for biomedical informatics (Kleinberg /  Hripcsak 2011).

Causal relationships have three important fields of application in medicine, namely 

prediction, explanation (diagnostics, and the justification for treatment), and policy (in 

the sense not only of treatment decisions, but also healthcare policy). Explanations 

concern the relationship between phenomena and why they are associated with each 

other, as well as specific occurrences (why they happened at all or why they happened 

in the way they did; Kleinberg /  Hripcsak 2011). Since learning algorithms need to use 

causality models in order to make decisions (see 3.7), these underlying models are 

immensely important.

The concept of complexity, which in common parlance is often a synonym for 

“difficult,” requires a deeper understanding of biological systems, which – in contrast to 

mechanical systems – continue to develop through learning processes: complexity in the 

context of medicine and healthcare is much more than just “difficult” (Sturmberg 2018). 

An interesting aspect in this context is the convergent development of different fields of 

science, which are ultimately leading to a new way of looking at life processes – one which 

in the ideal case is free of value judgments and stereotypes, and to that extent is more 

“objective” than previously. However, this results in numerous uncertainties and ethical 

questions concerning basic research in biomedicine in particular, which relies increasingly 

on the methods of bioinformatics and data science (Überall /  Werner-Felmayer 2019).

3.6.2 The example of genetic association analysis
The following example illustrates the importance of association, correlation, and causal-

ity in the interpretation of genetic /  genomic data for the expression of complex traits 

(phenotypes), such as height, or for example neurodegenerative diseases (Alzheimer’s, 

Parkinson’s disease), diabetes (type 2), cardiovascular disease, and cancer. Here genetic 

association analyses provide important insights. With complex traits, models based on 

“one gene, one mutation, one outcome” (Gallagher /  Chen-Plotkin 2018, 717) – as they are 

used for “traditional” genetic disorders such as Huntington’s Disease – are not adequate. 

This is because numerous genes and non-genetic factors are involved in the manifes-

tation of complex diseases, and their inheritance pattern is not Mendelian (Gallagher /  
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Chen-Plotkin 2018). Association analysis was initially one approach to data mining in 

large sets of genomic data, which is of relatively high quality because it is structured. 

This method looks for patterns that suggest a statistical relationship between genetic 

variables that appear together. In the medical context, association analyses are carried 

out for example with gene expression data or with data on genetic variation such as 

single-nucleotide polymorphisms (SNPs), but can also be used to predict biologically 

relevant interaction networks, e. g. of proteins (Atluri et al. 2009). Over the last few 

years, genome-wide association studies (GWAS) have revealed thousands of genetic 

variants that are associated, with a certain degree of probability, with the manifestation 

of complex traits or with disease risks, i. e. are found with a certain statistically relevant 

frequency in people with certain diseases.

However, as there have so far only been a few cases where a causal relationship 

between the occurrence of a variant and the manifestation of the trait could be found, 

the biological significance of this kind of variant remains unclear in many instances 

(Gallagher /  Chen-Plotkin 2018). Generally the SNPs that are statistically associated with 

a certain disease or complex trait are located outside protein-coded genes, so that it 

is often unclear which genes are affected, which molecular mechanisms are involved, 

and what impact the changes in the affected gene function or gene regulation have on 

the risk of disease (Gallagher /  Chen-Plotkin 2018). Another factor is that every variant 

found through GWAS is associated with hundreds or even thousands of other variants, 

which are in turn associated in a statistically significant way with the occurrence of a 

trait, without shedding any light on their biological function, i. e. their causality.

This phenomenon was described as the “missing heritability problem,” and 

occurs for instance in a supposedly simple relationship, i. e. expressed as a person’s 

height. Height is a trait – as we have discovered in the era of GWAS – associated with 

a very large number of genes, which each have a relatively small effect on the way it 

is expressed, and where environmental influences are also significant; despite analyses 

of the genome data of a very large number of people (on the scale of 1 million), most 

of the genetic variants found show no statistically significant correlation, i. e. are 

“unmappable” (Barton et al. 2019). To enable these genetic variants to be considered 

in spite of this, polygenic risk scores are now used. These scores are the product of 

risk analyses in which all variants are added together and weighted according to the 

strength of their effect, so that complex relationships, which are not understood in detail 

or in the sense of causality, can be evaluated to produce a measure of probability, or 

the risk of expression of a particular trait, such as height, or a specific disease. GWAS 

studies are also always population studies, which means that in addition to inheritance 

and various environmental factors, a confounding factor, i. e. a so-called third variable 

or confounding variable, plays a role in the prediction of risk scores, e. g. the structure 

of the population. Polygenic risk scores, which are based on the analysis of many small 

effects, can be susceptible to error, as shown in the context of GWAS studies on height 

(Barton et al. 2019). Because of the additional conjecture of polygenic adaptation, i. e. 

the concept that adaptation occurs in the course of evolution by natural selection on 
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the basis of many genetically influenced traits, polygenic risk scores can also lead to 

the overestimation of population differences with regard to their disease risks and other 

complex characteristics (Rosenberg et al. 2019; see 3.7.3 for further detail).

Polygenic risk scores have caused a shift from the original aim of genomic anal-

yses, which was to identify genes that are causally involved in the expression of a trait, 

towards the prediction of a phenotype on the basis of predispositions associated with 

certain traits. This is a fundamental difference to previous conceptualizations of genetic 

inheritance, which were oriented towards clinical diagnoses. It is therefore extremely 

important to be aware of this shift from a diagnostic to a predictive understanding of a 

variety of genetic and other causes of certain traits in order not to fall into the trap of 

reductionism, which ultimately leads to the violation of ethical standards with regard 

to the dignity of the individual in his or her own particular form. Another aspect is that 

the concept of prediction implies that occurrences can actually be predicted. In the 

context of genetic variants however, it is often unclear to what extent these affect the 

expression of a trait. Polygenic risk scores may provide a figure that links statistical 

relationships with a possible risk, but they do not simplify the complex functional 

relationships between genes, the environment and evolution. Moreover, as shown by 

the latest academic literature on the subject, they can foster the misunderstanding of 

a causal relationship between genetic variations and complex traits (Rosenberg et al. 

2019) (see also 3.7.3). In the clinical context however, polygenic risk scores can still be 

helpful, particularly in the early identification and prevention of common diseases in 

adults, such as coronary heart disease for example (Torkamani et al. 2018). It is evident 

that association studies have evolved in just under 20 years from pattern recognition 

in genomic data to prediction studies with a high potential for relevance, which need 

a deeper mathematical understanding of risk and causality, and need to be carried out 

in precisely defined contexts.

3.7 Machine learning / algorithms /  
technical foundations

Generating “meaning” from big data requires mathematical models and statistical meth-

ods for pattern recognition, classification, prediction, and — most importantly — causal 

relationships (causal inference), taking a large number of variables and their interrela-

tionships into account. Developments in this area have recently fueled expectations that 

autonomous systems with human-like intelligence could soon become a reality. Judea 

Pearl, a pioneer in causality research, nevertheless still sees a number of fundamental 

obstacles, such as the inability of these systems to respond to new situations that have 

not been preprogrammed, the inability to explain the predictions and recommendations 

they make (i. e. “black boxes”, see 3.7.4), and a lack of understanding of cause-effect 

relationships. However, these issues could be solved with computational tools for causal 

modeling (Pearl 2019).
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Methods of artificial intelligence have been used in medicine since the devel-

opment of computer-aided clinical decision-making systems in the 1970s. Since then, 

researchers have been increasingly successful in using large quantities of unstructured 

data, such as natural language texts and images, within the framework of various types 

of machine learning. Machine learning has developed in recent years into one of the 

most successful forms of artificial intelligence. This refers to giving computers the ability 

to learn by means of their own activity, such as by analyzing data from surveillance 

cameras. This implies that computers “reprogram” themselves and that therefore not all 

of their actions were programmed in advance. When such a computer is fed with data, 

it generates and refines complex analytical models, optimizing them based on a learning 

model to improve the accuracy of a desired solution to a problem.

While relatively simple, linear models with only a few variables were used in clin-

ical practice prior to these new possibilities of machine learning, this required extensive, 

laborious effort to extract data from various sources and standardize it. Today, some 

learning models utilize millions of data points and tens of thousands of predictors to 

arrive at more accurate prognoses (Rajkomar et al. 2018). The research literature describes 

numerous examples of machine learning that promise better diagnoses (such as for rare 

diseases), timely identification of high-risk patients, and prevention of undesired side 

effects of medications as well as a more efficient allocation of resources.

3.7.1 What is machine learning?
The “learning” part of machine learning is based on algorithms capable of optimization. 

Algorithms are nothing new and are certainly not an invention of the computer age. 

They are rule-based procedures that allow humans or computers to solve a problem 

systematically. Algorithms consist of a sequence of clear instructions, such as an “if-

then” decision tree with multiple branching points. The algorithms used in the context 

of machine learning generally serve to minimize errors or maximize the accuracy of an 

output, such as a prognosis. Typically, algorithms take the form of a formula, a diagram 

(such as a decision tree) or a scale. Simple examples from medicine are the body mass 

index or the Framingham risk score for cardiovascular disease, which are calculated 

based on algorithms.

The results of a machine learning process depend on the quality of the input (the 

data) and the algorithm. The first predictions are typically not very accurate or even false, 

but it is possible to measure their deviation from the correct result, and then use the 

error to improve the algorithm. However, this is only possible if suitable data sets exist 

for validation of the results. Neural networks have this capability. They measure the 

deviation (or the error) and modify the parameters until a higher accuracy is achieved. 

They represent a form of optimization algorithm.

“Deep learning”, a subcategory of machine learning based on artificial neural 

networks, refers to algorithms that have achieved a special accuracy in solving numerous 

problems. These are primarily mathematical models that imitate the method by which 

the human brain interprets information to draw conclusions. A neural network consists 
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of many individual neurons, which are usually arranged in multiple connected layers. The 

number of layers determines the level of complexity that an artificial neural network can 

depict, with many layers making a network “deep”.

It is also important to understand the various types of machine learning (Jannes 

et al. 2018; Deo 2015):

• Human-supervised machine learning algorithms apply what they have learned to 

new data in order to predict future events. In this case, the learning algorithm is 

trained with existing examples for which the intended result is already known, 

and with sufficient training the algorithm is capable of independently generating 

results based on new data. The algorithm also compares the achieved results with 

the intended output to identify errors and modify the model.

• In contrast, unsupervised machine learning algorithms are used for problems for 

which the data has not yet been classified or described. The learning algorithm is 

able to independently identify new patterns and correlations without relying on 

existing prototypes. Features are used for spontaneous classification.

• Reinforced learning lies between the two learning methods described above. 

A goal is specified as with supervised learning, but the algorithm must find the 

realization independently as with unsupervised learning. The algorithm carries out 

a kind of trial and error process to optimize the result.

A simple example of supervised learning is the automated interpretation of ECG or X-ray 

images based on a pattern recognition method. The algorithm is provided with a limited 

selection of diagnoses and given the task of correctly classifying the data. In this case, 

where the correct diagnosis is known, it is also possible to evaluate the quality of the 

algorithm, which is often impossible in other contexts. The advantage over diagnosis by 

an experienced physician is the potential for a more accurate diagnosis based on the 

analysis of a large volume of data.

With unsupervised learning, the goal is to identify patterns in previously unstruc-

tured and uncategorized data. In view of the heterogeneity and multifactorial nature of 

many diseases, there is great interest in identifying and defining their variants (with the 

goal of precision medicine; see National Research Council 2011; Prainsack 2015), thereby 

enabling the development of more targeted therapies.

Despite the enormous progress that has been made in analytical methods, 

machine learning has so far been only partially successful in solving the challenges it 

faces. These challenges concern:

• the high complexity of the data to be processed;

• the risk of faults and bias in the algorithms used;

• the tendency to dispense with (causal) substantiation in favor of sometimes 

uninterpretable correlations.
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3.7.2 Data complexity
Machine learning in connection with “big data” is confronted not only with large volumes 

of data but also with highly heterogeneous data originating from diverse sources. In 

the field of medical research, sources include research and development data (such as 

laboratory or pharmaceutical data), clinical administrative data, electronic health data, 

and patient-generated health data. This latter type of data originates from social media 

or other online resources, smartphone apps, and “wearables” (devices with sensors that 

are integrated into clothing or implanted). The modality of the data is correspondingly 

heterogeneous: previously coded information, free text, and images mixed together 

with other types of signals or graphs. This data complexity is one of the motors behind 

the development from classical multivariate data analysis to the new “data science”, a 

discipline concerned with “cleaning up”, preparing, and analyzing data.

Closely related to the large volume and heterogeneity of the data is a phe-

nomenon called noise accumulation. Predictive analytics with the aid of statistical 

methods frequently involves simultaneous estimations of multiple parameters. For 

example, cardiovascular disease is associated with numerous factors, such as smoking, 

overweight, diabetes, elevated cholesterol level, high blood pressure, and other risk 

factors. If the accumulated estimation error (or noise, in other words the signals that 

have no significance for the question to be answered) of these parameters is high, the 

learning algorithm may overlook variables with significant explanatory value. This is a 

mathematical problem that must be solved in order to strengthen trust in automated 

medical decision systems (Gandomi /  Haider 2015).

Another associated problem is what has been termed spurious correlation. This 

refers to the phenomenon that a statistical analysis can lead to false results if the mas-

sive data volume leads to the identification of correlations between the data, although 

they actually have no meaningful relationship to each other (e. g. the number of storks 

in a region relative to the number of births; both might increase in the same period 

without being meaningfully related). The more variables there are, the more correlations 

may be statistically significant. This is related to the fact that in large data sets, large 

deviations can be attributed more to variance (or noise) than to information (or signal) 

(Calude /  Longo 2017). In a paper entitled “The End of Theory: The Data Deluge Makes 

the Scientific Method Obsolete,” Anderson (2008) argues that “… with enough data, 

the numbers speak for themselves.”

3.7.3 Bias
One problem under much discussion is the potential systemic distortion of algorithms 

known as bias. Citron and Pasquale (2014) describe this as a general problem of in-

creasing digitalization.

“By scored society, they mean the current state in which unregulated, opaque, and some-

times hidden algorithms produce authoritative scores of individual reputations that mediate 

access to opportunity. These scores include credit, criminal, and employability scores. Citron 
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and Pasquale particularly focused on how such systems violate reasonable expectations of 

due process, especially expectations of fairness, accuracy, and the existence of avenues 

for redress” (Osoba /  Welser 2017, 11).

Machine learning algorithms are said to be slaves to the data from which they learn. 

The principle of “garbage in, garbage out” is well known. It is possible to differentiate 

between various sources of potential systemic distortion in the use of machine learning 

algorithms (Gianfrancesco et al. 2019):

• Bias in the algorithm: This bias has nothing to do with the data set; it is a 

mathematical property of the used algorithm. Its opposite is variance: algorithms 

with high variance (sensitivity to small fluctuations in the training data) are in 

fact compatible with higher data complexity but are also more sensitive to noise, 

making them less able to handle data outside of the training set.

• Bias in the sample: Bias exists in the sample if the data set used for training 

the algorithm does not adequately represent the problem space for the model. 

Various techniques are employed to avoid such bias, such as validation of samples 

with respect to their representative character or identifying characteristics of the 

population that are intended to represent the sample. With respect to the USA, 

for example, Cohen and Grave (2017) argue that ethnic minorities, women, people 

with low socio-economic status, and immigrants are only insufficiently repre-

sented in data sets (electronic patient files, genome databases, presence on the 

internet and in social media), meaning that their specific health problems are also 

underrepresented. According to Need and Goldstein (2009), for instance, 96 % of 

the participants in genome mapping studies were of European origin.

• Prejudicial bias: This refers to the influence of cultural or other stereotypes on 

patient data. For example, Hammerlund (2018) shows an ethnic bias in the predic-

tors for invasive surgical interventions in the case of acute myocardial infarction. 

This bias, which influences the health data of patients of African-American origin, 

is related to the fact that such persons are more likely to be treated by surgeons 

with higher (risk-adjusted) mortality rates as well as that this patient group finds 

it more difficult to identify the symptoms of an infarction and subsequently seek 

medical attention. It is important to emphasize that prejudicial bias need not 

be intended or even conscious; implicit bias (Greenwald /  Krieger 2006) arises, 

for example, when people who are not aware of any prejudice translate the 

dominant expectations of hierarchies or social orders into their actions without 

being conscious of doing so (FitzGerald /  Hurst 2017). One example here is the 

practice of taking complaints by women that indicate cardiovascular disease less 

seriously because it is considered a “male” disease. Conversely, osteoporosis was 

long considered a problem affecting women after menopause, although one-third 

of broken hips associated with this condition occur in men, who also experience 

twice the mortality rate of women (Looker et al. 1997). Neither humans nor 
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machines (which are supplied with already distorted data) are immune to such 

systematic distortions.

• Measurement bias: Misclassification of illnesses and measurement errors are 

frequent sources of bias in observational studies and analyses of patient files 

(Pot et al. 2019). Also Gianfrancesco et al. (2019) refer to the example of the 

unequal diagnosis and treatment of women and men suffering from coronary 

heart disease. A learning algorithm based on such distorted data will reflect the 

bias existing in actual medical practice and therefore misclassify patients.

The topic of gender bias in medicine is currently receiving significant attention. It 

offers a good illustration of the various forms of bias that are due to the insufficient 

representation of women in clinical studies as well as prejudice and measurement errors. 

The topic of gender has been addressed in all discussions of the Bioethics Commission 

since 2007. A study demonstrates considerable differences of the ways in which women 

and men describe somatic symptoms (Barsky et al. 2011). In “Pain and Prejudice”, Jackson 

argues: “Centuries of female exclusion has meant women’s diseases are often missed, 

misdiagnosed or remain a total mystery” (Jackson 2019). Despite extensive efforts to 

counteract this neglect of women in research and the resulting gender bias, these efforts 

are still limited to a restricted set of illnesses, with considerable national differences. 

One example is Alzheimers disease, where women’s advantage of better memory per-

formance on average often results in their being diagnosed (too) late (Sundermann et 

al. 2017). Gender bias is particularly pronounced in the area of mental health. Examples 

include how pain is expressed by women and men and how this is interpreted by the 

treating physicians (Samulowitz et al. 2018) as well as the fact that men and boys more 

frequently receive a diagnosis of ADS than women and girls (in a 4:1 ratio) because the 

diagnostic instruments were primarily developed and validated on male subjects (e. g. 

Beggiato et al. 2017).

These and many other studies show that sample bias (as well as prejudicial bias) 

potentially impacts a wide range of illnesses and their representation in “big data” data 

sets. Chin Yee and Upshur (2018) argue that these various forms of bias correspond to 

the inherent sources of uncertainty in diagnosis and therapy planning in medical practice. 

There are few good reasons to assume that these uncertainties and errors could be 

compensated for by the sheer volume of data.

3.7.4 Interpretability
Machine learning does not fundamentally diverge from conventional statistics. But while 

the latter is focused on testing hypotheses with regard to causal relationships, machine 

learning is less concerned with the interpretability of models. Its focus lies much more 

on the predictive performance and generalizability of the models. However, the core of 

a physician’s work, according to Chin-Yee and Upshur (2018), lies precisely in providing 

reasons – “clinical judgment refers to the range of complex reasoning tasks and actions 
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performed by clinicians in the context of offering diagnosis, therapeutic options, and 

prognosis to patients regarding their health and illness” (638).

Machine learning algorithms are frequently referred to as “black boxes” because 

the methods of generating data models are difficult (or even impossible) to interpret 

since the functions that connect the data (input) to a specific result (output) are too 

complex. In this way, a fully automated, algorithm-based process can undermine the 

desire to find a causal explanation. This means that physicians are confronted with the 

problem of having to trust the system without understanding the system’s conclusions 

and without being able to explain them to their patients (Vellido 2018).

On the other hand, it is argued that rigidly insisting on interpretable causal 

relationships could compromise the advantages of algorithm-generated processes, since 

the necessary simplifications would undermine a model’s efficiency. Models could prove 

accurate and efficient in practice despite not being transparent. In addition, reservations 

are expressed concerning the exclusion of correlations that cannot be explained based 

on current medical understanding but still have a high predictive power (Zarsky 2018). 

However, these correlations can only be significant within their specific contexts and 

not permit any generalization. Refraining from identifying a causal relationship in a 

correlation, or an underlying mechanism, can lead to overlooking possible side effects. 

It also may mean relinquishing the opportunity to gain fundamental insights into, for 

example, the mechanisms of an illness.

It is also argued that focusing on otherwise unexplainable correlations could 

reveal patterns that may be made use of in potentially interesting ways; nevertheless, 

additional sources of error are also introduced in this way. For example, such correlations 

could allow to group individuals in various ways with the consequence that they are 

treated unfairly or stigmatized (Zarsky 2018). One classic and widespread example is the 

use of “race” (generally self-identified) as an imprecisely defined proxy for belonging to a 

population that is primarily defined socio-culturally and to make predictions concerning 

the health of individuals on this basis. This has, for example resulted in the misdiagnosis 

of hemoglobinopathies (sickle cell anemia, beta thalassemia) or underdiagnosis of cystic 

fibrosis among African-Americans (Yudell et al. 2016). This practice, which, in recent 

years (in the so-called post-genomic era) has again and increasingly set foot in medical 

journals, replaces an understanding of the genetic diversity of humans by the entirely 

outdated concept of continental “races” instead of finally abandoning this concept and 

to identify valid, causally explainable, correlations of genetic markers (Bonham et al. 

2018; Cooper et al. 2018). Because this is an exceptionally complex domain, no solution 

can be expected here anytime soon, although the call for new solutions and attention 

to the topic is gaining voice (Yudell et al. 2016; Bonham et al. 2018; Cooper et al. 2018). 

Simplified, genetically deterministic explanations of intelligence and human behavior have 

become fashionable in the age of “big data” and are given preferential treatment in media 

reports (Barton et al. 2019; Rosenberg et al. 2019; Torkamani et al. 2018; Comfort 2018).

There are also efforts to counteract the “black box” effect that arises from 

the difficulty of explaining or interpreting results. Examples of this include rule-based 
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representations that are compatible with medical justifications or nomograms, which 

are used by doctors for visualizing the relative weights of the symptoms underlying a 

diagnosis. Wachter et al. (2018) discuss the possibility of increasing transparency by 

providing counterfactual explanations. According to them, it is not absolutely necessary 

to make the algorithm itself understandable, which would often be entirely impossible 

due to its complexity. Counterfactual explanations arise from simple “if-then” statements, 

such as: “If your 2-Hour serum insulin level was 154.3, you would have a score of 0.51; If 

your Plasma glucose concentration was 158.3 and your 2-Hour serum insulin level was 

160.5, you would have a score of 0.51” (Wachter et al. 2018, 21). Wachter et al. consider 

counterfactual explanations to be a reasonable “lightweight form of explanation”; they 

are also easy to compute automatically:

“Unlike existing approaches that try to provide insight into the internal logic of black box 

algorithms, counterfactual explanations do not attempt to clarify how decisions are made 

internally. Instead, they provide insight into which external facts could be different in order 

to arrive at a desired outcome” (43).

Counterfactual inference can also be used to make predictions by machines “approxi-

mately fair” by introducing fairness classifiers that function independently of the causality 

model used by the algorithm (Russell et al. 2017).

4 Case studies

As already described in the preceding sections, great expectations have been pinned 

on big data analysis and artificial intelligence with regard to improved healthcare.

Examples show that the use of machine learning and artificial intelligence yields 

advantages particularly with regard to more standardized and optimized evaluation of 

imaging data in diagnosis. Additional clinical aspects are still relevant for the final diagno-

sis, however, meaning that an expert is still always essential for the final decisions. One 

major advantage of machine learning and artificial intelligence can be seen in the ability 

to make optimal diagnostics available to more people around the world. However, such 

developments absolutely depend on the existence of a highly standardized data basis, 

as was shown in a study by the Department of Dermatology at the Medical University 

of Vienna (see below). A number of individual examples of the use of AI in clinical work 

are presented below, although these are primarily taking place within the framework 

of research projects and have only been incorporated into routine medical practice to 

a very limited extent.
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4.1 Public health / health planning

Data analysis can make it possible to respond more quickly to changes in the health 

of the population, to develop corresponding prevention models, and to establish the 

necessary healthcare resources when they are needed. One example is a project under 

the auspices of the Austrian Social Insurance System together with Stefan Thurner at 

the Institute of the Science of Complex Systems at the Medical University of Vienna 

aimed at making predictions of health developments on the basis of anonymized data 

sets. Every disease and every medical treatment of eight million Austrians in the years 

2006 – 2007 was analyzed, regardless of whether this took place in a hospital or private 

clinic. This makes possible a prediction of the risk for every single disease (a total of 

1642) in various segments of the population (Sauter et al. 2014; Klimek et al. 2016), 

depending on age and gender. The analysis was anonymized and enables a mapping of 

the “disease demographics” of Austria.

Furthermore, Stefan Thurner and Peter Klimek worked with Alexandra Kautzky- 

Willer of the Department of Internal Medicine III of the Medical University of Vienna to 

investigate the personalized disease risks of diabetes patients. More than 100 “disease 

pairs” were identified (Klimek et al. 2015). This gives physicians the ability to plan pre-

ventive therapies on the basis of risk scores and to specifically ask patients concerning 

possible secondary ailments in order to respond early to potential developments. Such 

analyses also enable the estimation of future costs in the healthcare system.

4.2 Imaging procedures

Methods of machine learning are of particular interest in this area, with algorithms 

providing diagnostic assistance in oncology (e. g. detection of breast or lung tumors). 

New, sensitive techniques (PET /  MRI) and multiparametric evaluations permit better 

differentiation and classification of malignant and benign breast lesions (Vogl et al 2019). 

The first step here is improved “recognition” of a disease, while the second step involves 

prognosis and predicting the course of the disease in order to ensure an optimally 

individualized therapy (European Society of Radiology [ESR] 2019).

Another application is concerned with recognizing “phenotypes” in large clinical 

routine populations. Imaging data is used here in order to identify patients with similar 

characteristics and thereby to investigate diagnostic categories and establish them as 

tools for decision-making in machine learning models.

Future applications are focused primarily on the use of new medications and 

therapies since methods that enable the prediction of treatment effects (such as within 

the framework of clinical studies) can contribute to better characterization of patient 

groups.
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4.3 Neurology

In neurology, imaging procedures are a key tool for clinical diagnosis. One important 

area of application is structural magnetic resonance imaging (MRI) for differential 

diagnosis of neurodegenerative diseases, such as differentiating atypical parkinsonism 

from Parkinson’s disease (Scherfler et al. 2016). Because the diagnostic is currently 

aimed primarily at the early stages of these diseases, recently developed procedures 

for automated identification of brain areas related to the disease and the 3D volumetry 

of these areas are of great importance. As recently shown in a study at the Medical 

University of Innsbruck, AI-aided image analysis can yield a significant improvement in 

the detection and classification of atypical parkinsonism, which is of particular relevance 

for treatment as well as the performance of clinical studies (Krismer et al 2019). 

Despite the increased efficiency and sensitivity made possible by a form of arti-

ficial intelligence, validation by experts who are well versed in neural anatomy remains 

essential (Scherfler et al. 2016).

Such systems help free up resources while also offering a more precise diag-

nostic basis. However, they also generate additional work. Current estimates expect 

a roughly 20 – 30 % improvement in diagnosis in this area thanks to computer-aided 

imaging procedures.

4.4 Dermatology

A study by the Department of Dermatology at the Medical University of Vienna has 

shown that artificial intelligence is superior to humans in the diagnosis of pigmented 

skin lesions such as moles and melanomas. The objective was to differentiate between 

benign and malignant pigmented skin lesions. The training data came from the image 

database HAT10,000, which contains over 10,000 digitized reflectance confocal micros-

copy images of seven different types of pigmented skin lesions (Tschandl et al. 2018). 

The performance of 511 dermatologists from 63 countries and of varying skill levels, 

from beginners to experts with years of experience, was compared with the diagnostic 

algorithms of 77 laboratories working with automated analysis methods.

The best human experts correctly identified 18.8 of 30 images, while the best 

machines achieved 25.4 correct classifications. The study impressively demonstrated 

that the most important basis for such results is a comprehensive, well standardized, 

and high-quality database (Tschandl et al. 2018).

However, the authors note that while computers clearly achieved superior 

performance in this experiment, they cannot replace humans since the computer only 

analyzes an optical image from a specific point in time, while the diagnosis of a patient 

depends on observation of the progression, an estimation of whether the individual is 

a high risk patient based on various factors, how the skin lesion feels to the touch, and 

a comparison with other moles on the patient’s body. The interpretation of the results 

is therefore still left up to the human physician.
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4.5 Ophthalmology 

One project that has gained significant international attention is an imaging procedure 

developed by the Department of Ophthalmology and Optometry in collaboration with 

the Center for Medical Physics and Biomedical Engineering of the Medical University of 

Vienna. High-resolution optical coherence tomography (OCT) enables the early diagnosis 

of retinal conditions to allow for specifically directed treatment.

This imaging procedure produces precise, layered images of the retina without 

direct contact for analysis by automated algorithms. In just a few seconds, this method 

can diagnose retinal conditions at high resolution in order to initiate the necessary 

treatment within the framework of personalized medicine. For the development of 

the OCT method, Christoph Hitzenberger and Adolf Fercher of the Center for Medical 

Physics and Biomedical Engineering were recognized in 2017 with the Dolores H. Russ 

Prize, the “Nobel Prize for engineering”.

It is hoped that every ophthalmologist will soon be able to make use of this 

technology, improving diagnosis and therapy for the roughly 170 million people around 

the world who suffer from macular degeneration.

The projects described in sections 4.4 and 4.5 are examples of how artificial 

intelligence and new technologies open up the possibility of lowering the threshold for 

improved, standardized care of many patients (Gerendas et al. 2018).

4.6 Oncology

The potential of machine learning in the field of oncology can be illustrated by a basic 

research project of the Christian Doppler Laboratory for Applied Metabolomics (CDL-AM) 

at the Medical University of Vienna. This project is focused on developing a non-invasive 

diagnostic method for optimizing therapy and follow-up in oncology. The goal is to 

obtain an algorithm that can predict the further progression of the disease with high 

probability based on individual patient data.

Within the project, algorithms are being developed that combine functional 

imaging data from positron emission tomography (PET) with histopathological imaging 

and genetic data from tissue samples of the same patients. This data is used to optimize 

the PET-generated cancer diagnosis with machine learning programs such that invasive 

diagnostics (biopsy) is only still required in exceptional cases. In addition to eliminating 

the difficult extraction procedure, this bypasses the limited informative value of a biopsy 

of an ever-enlarging, heterogeneous tumor. Mutations in the genetic material as well 

as epigenetic changes of the chromatin influence the metabolism and thereby also the 

architecture and appearance of the tumor. The texture and development phases as 

well as the metabolism of a tumor can be determined via PET, and metastases can be 

detected. This enables the structural and functional measurement of the entire tumor 

mass in real time. 
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The image data therefore reflects the status of the tumor metabolism, from which 

predictive statements can be derived concerning the further progression of the disease. 

The procedure is being developed together with the corporate partner Siemens Medical 

Solutions. Frequently occurring cancer types such as colorectal carcinoma, prostate 

carcinoma, and aggressive tumors in the otorhinolaryngology area are being analyzed 

first. In the initial step, learning algorithms are being fed with PET data from patients 

treated at the Vienna General Hospital for whom the histopathological and molecular 

pathological diagnoses based on tissue samples are available and a complete medical 

history is known. The result is a retrospective correlation between imaging parameters, 

the tissue-based morphological diagnosis, and (epi)genetic parameters as well as the 

corresponding disease progressions.

In parallel to this, animal models are being generated in accordance with the 

investigated cancer types to enable a proof of principle check of the correlation between 

specific genetic defects and PET data based on a µPET machine built specially for mice.

4.7 Intelligent aggregation and visualization 
of health data

The use of intelligent applications is not limited to direct diagnosis. It is also suitable for 

improving the presentation of information on which medical, therapeutic, and patient 

care activities in healthcare facilities are based.

For example, every diagnostic, medical, and therapeutic action is documented 

in healthcare facilities today. This documentation is stored and managed in a hospital 

information system (HIS). This extensive, detailed documentation serves as the basis for 

subsequent diagnosis and therapy decisions as well as for therapeutic and care activities. 

Manual, non-automated, and unfiltered queries of numerous and diverse documents in the 

original format (e. g. X-ray images, laboratory results, other texts, and scans) as well as 

repeated queries of the same patient information are nevertheless viewed by healthcare 

personnel as an additional burden, not least due to the increasing volume of available 

information. The information problem is particularly large at the interfaces. This applies 

to inter-professional (e. g. between physicians of various in-patient departments) as 

well as multidisciplinary (e. g. between physicians and therapists) information exchange 

between the various types of healthcare personnel. Although modern hospital information 

systems increasingly collect, store, output, and manage data in a structured fashion, the 

querying of relevant information still requires individual, manual, and non-automated 

actions that lead to unfiltered results. The time required for obtaining the information 

also depends on the access permissions, the searcher’s knowledge of the system itself, 

and the speed of the system. This cuts into the actual treatment time.

Various efforts have therefore been initiated to improve this interface through 

the use of intelligent (technology-based) solutions. A research project of the Austrian 

Research Promotion Agency (FFG) entitled “Smart Aggregation and Visualisation of Health 
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Data” (SMARAGD) aims to develop technical components for the intelligent aggregation 

and visualization of information from electronic health data that fully takes into account 

the needs of specific professional groups (the project is focused on information relevant 

to occupational and physical therapists by way of example). In accordance with its 

objectives and subject matter, this research project is supported by a wide range of 

disciplines (IT, medical and health sciences, social sciences, legal), which explains the 

large number of research partners. The project is being directed by the IMC University 

of Applied Sciences Krems, and other participating research institutions include SYNYO 

GmbH, the University of Graz, the Linz Institute of Technology of the Johannes Kepler 

University Linz, the Medical University of Graz, Know-Center GmbH, and the University 

of Vienna. It is partially funded by the Austrian Research Promotion Agency.

5 Ethical aspects of 
artificial intelligence

The relationship between ethics and medicine is ancient and has undergone various 

transformations over the course of history. If one distinguishes “ethics” from “morality”, 

understanding the former to be the theory of morality and morals, “morality” can be 

understood as the totality of ethically related principles, rules, and norms that are of 

importance to the interactions between different societies and individuals. The objectives 

of “morality” and “ethics” are closely related to the objectives of medicine. Put simply, 

it can be stated that the objectives of “ethics” and “morality” lie in establishing the 

foundation for a good and successful (communal) life, while the objective of medicine 

lies in preserving and restoring health. However, all this is not solely about knowledge 

but rather the application of this knowledge in connection with the respective objectives.

“Medical ethics” is currently understood to refer primarily to the area of applied 

ethics, which is focused on providing guidance on “good and correct medical behavior” 

in the sense of the main principles of medical ethics (respect for autonomy, doing no 

harm, doing good, and justice).

The shift in medical ethics since ancient times (Hippocrates) is due to a number 

of causes. First, one must consider the infinitely expanded range of activities resulting 

from technological development. At the same time, the shift has been influenced by 

the plurality of lifestyles and moral perspectives that have driven this expanded range 

of activities throughout the course of historical and cultural changes.

As the flip side of the new diagnostic and therapeutic possibilities, made possi-

ble in part through big data and artificial intelligence, a growing mistrust of the health 

system can be observed, based on an objection to the anonymity and loss of humanity 
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as experienced both by patients and practitioners. In no small part, this has its roots 

in the growing power of bureaucracies in our healthcare systems as well as the lack of 

transparency concerning their economically based decisions.

Special challenges for medical ethics are found in exceptional and extreme situ-

ations such as in vitro fertilization, technology-based artificial prolonging of life, organ 

transplants, and intensive medical interventions directed not only towards survival but 

also to improve the patient’s quality of life. Such problems cannot be resolved simply 

through the application of algorithms because the associated decisions cannot be made 

solely based on quantitative criteria.

The role of medical ethics must therefore be to set limits to the dominance of 

technological, economic, and administrative factors and to require inclusion of the human 

aspect – the “dignity” of the individual – with equal weight in all medical considerations. 

The danger of viewing doctors as “health engineers” and patients as “objects to be 

repaired” has long been a topic in medical ethics discussions.

5.1 Changes in the physician-patient relationship

The increased use of decision-making systems based on machine learning is changing 

the physician-patient relationship. This is not necessarily an entirely new phenomenon 

since this relationship has changed continuously over time due to a wide range of de-

velopments, such as the proliferation and partial technologization of medical diagnosis 

and therapeutic procedures, the increasing specialization of the medical profession and 

the organizational complexity of the healthcare system. The electronic health record was 

originally designed to simplify billing. It was not intended for use by physicians during 

their conversations with patients. Very often, physicians experience it as compromising 

their well-being, causing mental fatigue or even burnout symptoms. They feel that there 

is too much to document, especially in the first consultation, which is so important on 

an interpersonal level (e. g. Ventres et al. 2006). For example, Lown and Rodriguez (2012) 

concluded from an empirical study: “Screen-driven communication inhibits patients’ 

narratives and diminishes clinicians’ responses to patients’ cues about psychosocial 

issues and emotional concerns” (392). The fundamental need of the (ill) person, on the 

other hand, is to receive attention from the physician.

The relationship between physician and patient is based on a process of delib-

eration in which findings, observations and decisions are communicated, justified, and 

discussed not merely with regard to “facts” but also values, preferences, and attitudes 

(e. g. Wirtz et al. 2005). There is a fear that the use of machine learning in medicine could 

displace this relationship based on trust and dialogue in favor of statistical arguments; 

especially if the results of predictive analytics cannot be causally interpreted and made 

transparent (see 2.3.4). But even if one succeeds in establishing alternative explanatory 

models, such as counterfactual explanations, in medical practice reservations remain with 
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regard to quantitative-mathematical approaches to medical justification, as illustrated 

by Cohen et al. (2017):

“Imagine a woman undergoing treatment for breast cancer and trying to decide whether 

to opt for partial or the much more invasive radical mastectomy. The doctor recommends 

the radical mastectomy. When asked why, he says ‘for patients like you we know from the 

data that it tends to be the best option.’ When she asks ‘what is it about my case that 

makes you think that’, shall he respond ‘the algorithm has examined 10,000 variables from 

your EHR and, based on its validated model, determines this is what is appropriate in your 

case?’ To be sure that may be much better than answering as the current physician might 

that ‘given the limited number of patients I have seen in my practice, what I learned in 

medical school, and what I have read in the literature, I think this will be better for you’ – 

but will the patient accept the former answer as better?” (452).

Another ethical problem is related to the fact that methods of predictive analytics tend, 

as already mentioned, to direct the perspective from the individual patient to a patient 

population. Rules that health organizations are already attempting to implement today 

may gain additional weight in this way. Chin-Yee and Upshur (2017) argue that this would 

push the ethical, patient-centered focus (which distinguishes a physician’s work) on the 

questions “What is the significance for this patient?” and “What should be done for this 

individual?” to the background:

“Such questions can be addressed, but require us to move beyond the quantitative 

evidence emphasized by data-driven approaches, contextualizing these approaches with 

the qualitative, personal evidence which emerges through a process of dialogue between 

physician and patient, and then applying the totality of the evidence through the exercise 

of phronesis“ (644).

In the end, humans are beings that require engagement, attention, and care. Illnesses, 

especially severe illnesses, often produce regressive states in people since they fre-

quently induce great fear and prompt child-like behavior, dependence, and a need for 

security. At the same time, the advanced technical capabilities – such as scientific 

precision and optimal therapy – should be made available, including with the help of 

artificial intelligence. Physicians should know the patient and apply their knowledge in 

a caring and competent fashion. The greatest hope of artificial intelligence lies in the 

possibility of using the valuable time that can be saved to deepen the trust between the 

physician and the patient. There would then be sufficient time during consultations to 

build deeper and more compassionate connections. It would also be worth considering 

how physicians could be trained to gain a better understanding of their patients. In his 

book “Deep Medicine”, Eric Topol shows how the proliferation of machines increases the 

diagnostic power, thereby expanding the fund of medical knowledge for all physicians.
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5.2 “Whose responsibility” in the case of 
 machine-based decisions?

In the debate surrounding the implementation of machine learning methods, references 

abound to the frequent occurrence of medical errors by doctors, associated with the 

assumption that such errors could be reduced through the use of artificial intelligence. 

In a now classic study, Fagerhaugh et al. (1987) described the sources of errors in clinical 

settings (persons, organization of the workflow, procedures, equipment) as well as the 

difficulties that healthcare organizations have in addressing and handling these problems. 

The literature also refers to numerous sources of error in diverse medical technologies, 

including those associated with big data analytics: systemic errors (such as bias in data), 

false or unverifiable data, etc. Physicians, who continue to be responsible for the basis 

of their decisions and actions, can only account for this by critically evaluating their 

information sources, insofar as this is possible in their everyday work.

The use of big data, artificial intelligence, and machine learning opens up multiple 

areas of concern that must be resolved to determine whether and how physicians can 

live up to this responsibility.

5.2.1 Freedom of action on the part of physicians
Exercising responsibility is getting more difficult, as automated decision-making pro-

cesses are narrowing physicians’ spaces for action. One possibility is to “suggest” to 

physicians specific selected options in the event of a diagnosis by incorporating default 

rules or framing effects that reflect the preferences of the healthcare organization into 

the underlying model. This possibility goes back to the idea of “nudging” – to present 

the decision options in a specific situation in a way that the person chooses the most 

“reasonable” option – proposed by Thaler and Sunstein (2008) an idea that has met some 

criticism. Applied to the situation of physicians, this means that – for instance given a risk 

of sepsis – they are “steered” by the system to the variant viewed as most economical 

by the healthcare organization, with other variants requiring special justification, in other 

words additional effort (Cohen et al. 2014).

The chances of physicians to exercise the responsibility associated with their role there-

fore depends on the decision-making freedom that is offered by the implementation of 

the predictive analytics system and on how much physicians are supported or hindered 

in the exercise of this freedom. Cohen et al. (2014) discuss the variants of opting out 

and opting in:

“The model could trigger a patient care intervention that would occur unless the physician or 

nurse overrode it (opting out) or could suggest an option that the physician or nurse would 

have to order or carry out (opting in). The choice of default options becomes even more 

challenging if the recommended action carries substantial risks as well as benefits” (1145).
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5.2.2 The criterion of system criticality
The concept of system criticality is used in this context. It combines the risk associated 

with a decision with the structural decision criticality. Here, “risk” means the combination 

of the likelihood of harm occurring (e. g. due to a poor decision) and the severity of the 

potential harm. On the other hand, structural decision criticality refers to the complexity 

of the decision (from the pure representation of reality to a value-based assessment 

of the reality to the multifactorial prediction of a future reality), the effects of the de-

cision (from a purely abstract conceivable action context to a concrete action context 

to the direct implementation), and the reversibility of the effects (from full reversibility 

to irreversibility). The higher the system criticality, the higher the system requirements 

with regard to the role of the physician in the decision process, the transparency and 

explainability of the results, and the monitoring of the system.

Another important decision criterion is the level of automation. A taxonomy intro-

duced by Pasumaran et al. (2000) differentiates four levels of automation: (1) the system 

filters the information classified as relevant for an analysis; (2) it uses this information for 

a diagnosis; (3) it proposes a sequence of actions; (4) it executes these actions. Only at 

this last level is the decision concerning diagnosis and therapy actually fully automated. 

The critical question with regard to the introduction of a decision system based on ma-

chine learning is therefore about the “tradeoff in which more automation yields better 

human-system performance when all is well, but induces increased dependence so that 

it will produce more problematic performance when things fail” (Wickens et al. 2010, 

389). This means that a system, as the described case studies suggest, may in certain 

cases achieve better results than the physician, but only “when all is well” – 2when all 

prerequisites for an optimal decision on how to proceed are met.

5.2.3 Handling bias and lack of transparency 
One central aspect for exercising responsibility lies in the options available to physicians 

for handling bias and the lack of transparency. Machine learning algorithms are frequently 

referred to as opaque “black boxes”. This means that physicians are confronted in some 

circumstances with the problem of having to trust a predictive analytics system without 

any insight into the system’s conclusions and without being able to explain them to 

their patients (Vellido 2018). Another problem lies in the various forms of bias – bias in 

the algorithm, bias in the sample, prejudicial bias, measurement bias (see 3.7.3) – which 

limit the informative power of the results of predictive analytics and can even lead to 

incorrect results.

In consideration of these limitations to machine learning and the data sets and 

algorithms on which they are based, it is apparent

“that it is important to have ‘humans in the loop’ in AI systems, even as they become more 

and more advanced and accurate. Humans are needed to check the quality of the data as 

well as interpret and contextualize the results” (Ferryman 2019, 1).
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However, this requirement cannot be directed only at physicians. It also applies to 

data specialists and system developers. Among the proposed approaches for realizing 

the requirement “to have humans in the loop” are: to insist on transparency (providing 

insight into how a model makes decisions) or – where this is not possible due to the 

complexity of the models – to provide other forms of justifiability (e. g. counterfactual 

explanations), to strengthen the methods that ensure “algorithmic fairness”, to require 

researchers to carry out a gender analysis, etc.

All in all, it is necessary to find a balance between the potential of artificial intel-

ligence of finding new diagnostic methods and the fundamental dialogical component 

in the work of physicians that places great value on providing reasons and making com-

prehensible, i. e. “telling a story”. Zarsky (2018) speaks of an “obsession with causality” 

and contrasts these two approaches as follows:

“Insisting on the development of mechanisms brings the risk of rejecting correlations that 

current science cannot prove or even explain and yet nonetheless have predictive value. 

Such a policy choice thus will tilt the balance of expected outcomes in favor of existing 

knowledge

versus

[…] data must be explained through the telling of a story […] to prevent the analyst from 

mistaking noise for a signal, an error that would delude others as well” (Zarsky 2018, 50).

From an ethical perspective, it can be seen that the use of big data, artificial intelligence, 

and machine learning opens up a new dimension to the problem of responsibility. Re-

sponsibility can be interpreted from an ethical perspective in terms of just three aspects 

(WHO, WHAT, and TO WHOM /  WHAT?) or of six aspects (WHO, WHAT, TO WHOM /  

WHAT, WHY, FOR WHAT and WHEN?) (Ropohl 1987, 155).

5.3 Social justice – the unavoidability of distributive 
effects?

Big data runs the risk of failing to systematically collect data on specific marginal groups 

within society – migrants, persons with low economic status, etc. The insufficient rep-

resentation of these groups within the data sets is related to the fact that members of 

these groups visit a doctor less often, search less often (if at all) for health information 

online, and do not own credit cards or wearable devices that continuously collect data 

about life habits and health status. Very often these are precisely the people whose 

situation would require more research and intervention (e. g. Cohen et al. 2017). Further-

more, a gender bias that is historically deeply anchored within biomedicine – despite 
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all efforts to the contrary – has resulted in insufficient representation in the data sets 

of the gender-specific aspects of many illnesses.

This bias in the data sets is exacerbated by the fact that a machine learning-based 

model is not neutral. The development of such a model includes decisions about which 

problems should be prioritized, which algorithms should be used, and how the model 

should be used.

“A machine learning model is architected from the programmers that create it, the 

algorithm and metrics used, and the data it takes as input. When a development team 

programs a machine learning model they must choose carefully: what type of algorithm 

is used, how the algorithm is set up, what metrics and parameters are used, and on what 

data the algorithm is trained and tested. Creators’ influence can show up in unexpected 

ways” (Shadowen 2017, 9).

Given the scarcity of resources in the healthcare system, such decisions have unavoid-

able distributive effects. These effects are particularly felt in cases in which the result 

of an analysis could generate disadvantages for individual patients while advantaging 

others. Such a decision would be justified by the assessment that it has an overall 

positive impact on the health of a specific patient population. One example cited in the 

literature concerns a physician who is faced with deciding whether to treat a patient 

with a moderate organic dysfunction using resource-intensive medical procedures while 

the predictive analytics identifies other patients as more highly prioritized for such a 

treatment. In view of the scarcity of intensive care beds, this is a situation in which 

one patient who could profit from such treatment might be refused a medical service 

because an algorithm has identified other people as having conditions that put them 

at greater risk:

“A different set of patients are admitted in a world where the analytics help guide the 

decision-making and they too may benefit, neither benefit nor be harmed, or be harmed. If 

the predictive analytics approach is to be used and be justified it must be because overall 

more patients benefit than under the status quo” (Cohen et al. 2014, 463).

Of course, physicians already regularly make decisions concerning scarce resources 

that could have distributive effects. However, this situation could be systematized or 

intensified by the possibilities of predictive analytics as well as the “choice architecture” 

built into the therapy proposals.

Because models are not neutral, lack of diversity among those who develop 

artificial intelligence applications can also pose a problem. One example is that Apple 

developed a tool for comprehensive recording of patient health status that – until 

2015 – did not include menstruation cycles, “which may not be surprising considering 

the engineering team is predominately male” (Ferryman 2019, 1).
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5.4 New requirements for physicians

The adoption of information infrastructures in healthcare (IIH), strengthened by the 

availability of “big data”, leads to a situation in which healthcare personnel (in some 

cases also patients) increasingly takes on tasks that could be classified as data work. An 

increasing number of people use mobile apps that collect health-related data for personal 

use as well as for professional purposes. Physicians are expected to feed various systems 

with data that do not only document interactions with individual patients but are also 

used for various secondary purposes, including big data applications (Pine et al. 2018).

In addition, physicians must be capable of interpreting the results of predictive 

analytics for their decisions, balancing them against other sources of information, and 

interpreting them in cooperation with colleagues and members of other healthcare 

professions and in consultation with patients.

The positive aspects of the availability of predictive analytics can only be capital-

ized on if healthcare organizations offer physicians the support and the time necessary 

for reflection and critical analysis. It has also been proposed that new professional 

groups be created whose primary task it is to support physicians in the analysis and 

interpretation of health data. Fiske et al. (2019) define the job profile of such “health 

information counselors” as follows:

“HICs would have broad knowledge of various kinds of health data and data quality evalu-

ation techniques, as well as analytic skills in statistics and data interpretation. Trained also 

in interpersonal communication, health management, insurance systems, and medico-legal 

aspects of data privacy, HICs would know enough about clinical medicine to advise on the 

relevance of any kind of data for prevention, diagnosis, and treatment.” (37)

In addition, the new requirements arising from the use of predictive analytics systems 

should also be included in medical education and training. For example, Cohen et al. 

(2017) ask:

“Is the current state of medical education adequate to make physicians (as well as nurses, 

hospital administrators, etc.) wise users of predictive analytics? Medical education is al-

ready densely packed with a myriad of kinds of learning, but data science has traditionally 

not been a focus. Would widespread adoption of predictive analytics be met with wide-

spread improvements in data science education in medical school, or would (and should?) 

it become a specialized set of learning for a subset of physicians with others just told to 

‘trust the algorithm’?” (451). 
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6 General principles

Embedding digital technologies into situations that involve direct contact between 

physician and patient changes the relationships in both directions. On the one hand, 

digital technologies turn patients into more pro-active and self-reliant partners in the 

process of preventive care, diagnosis, and treatment. On the other hand, physicians are 

increasingly assuming the role of intermediary between the technology and the patient. 

Both these tendencies have direct consequences for medical training and continuing 

education, just as they do for the equipment needed in medical institutions and the 

structure of the healthcare system, as well as the relevant legal frameworks. The unique 

nature of the physician-patient relationship also poses greater demands on the ethical 

configuration of digital technologies (“ethics by design”).

Based on the considerations presented in sections 1 to 5, the Bioethics Com-

mission at the Federal Chancellery is submitting the following general assessment and 

recommendations to the Austrian Federal Government. The observations on the following 

pages about the work of physicians apply equally to the nursing and care sectors.

6.1 Improvement of medical care through the use of 
digital technologies

Modern digital technologies offer the prospect of improving the quality of medical care 

in accordance with the principle of beneficence. However, it must be considered that the 

work of physicians within the healthcare system must not just take data into account; 

it must also be based on knowledge and experience. Moreover, digitalization is not an 

end in itself; rather, it should be guided by the ambition to improve the physician’s pos-

sibilities for action in significant ways. Ethically appropriate use of these technologies 

fundamentally presupposes such an improvement. In other words, the correctness of the 

diagnostic evaluation, the confidence in the accuracy of the diagnosis, the probability of 

the success of the recommended therapy, or the success rate of a medical intervention 

making use of such technologies must fundamentally be at least as good and ideally 

better than when using conventional technologies and only human actors. It follows 

from this that, given an achievable improvement in therapeutic success, use of the new 

technologies is not only permissible but ethically advisable. This is subject to clear proof 

of such an improvement in therapeutic success on the basis of appropriate medical 

evidence. Another ethically relevant argument for the adoption of digital technologies 

and for establishing the necessary conditions for their use is the prospect of achievable 

medical progress to the benefit of future generations of patients, even in the case that 

no improvement in therapeutic success can be achieved for the particular individual 

patient. The use of modern digital technologies is on principle ethically impermissible 
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if it results in a decrease in the medical quality standard, even if there were gains in 

efficiency. Digitalization must never compete with or in any way offset the two maxims 

of non-maleficence “do no harm” and beneficence “do good.”

The quality of modern digital technologies is determined by a wide range of 

factors. In the case of tools based on artificial intelligence and machine learning, these 

factors include the quality of the analysis and training data, adequate training of the 

medical personnel, and consideration of the roles of the physician’s experience and 

his /  her dialogue with the patient. The emotional wellbeing of the patient and of the 

physician must always be considered in evaluating the quality of medical care. This 

wellbeing depends in turn on a number of factors, such as establishing a relationship 

of trust and successful communication between the physician and patient as well as 

the time available for consultations and inquiries. These prerequisites for adopting 

digital technologies must be met by developing an appropriate organizational structure. 

Potential time savings should be used to strengthen trust and emotional wellbeing and 

never be simply “rationalized away”.

6.2 Distributive effects and bias

Artificial intelligence and machine learning do not automatically lead to increased social 

justice in the healthcare system. It is increasingly apparent that algorithmic systems 

can contribute to intensification of bias and discrimination, on the basis of gender, age, 

ethnicity, or socioeconomic status. Identifying and reflecting on the sources of such bias 

and counteracting their effects through a bias-sensitive design and use of the system 

pose challenges as well as opportunities for social change.

6.3 Changes to the physician-patient relationship

The increasing use of technology has changed the way physicians work with machines. 

While many decision-making processes have shifted in the direction of technology, 

physicians have to master entirely new types of tasks. Their influence is strong as long 

as the machine offers support in decision-making while the actual decision about the 

diagnosis and /  or therapy is still left to the physician. Their influence becomes low when 

the machine generally “acts” autonomously and physicians are at best present in the 

background, ready to intervene in the event of complications. Between these extremes 

lies a broad spectrum of different possibilities. When using algorithmic systems, a 

diagnosis or therapy recommendation calculated by a machine should not lead directly 

to a de facto decision. Physicians should continue to be obligated to justify why they 

follow the recommendation of an algorithmic system or deviate from it. Particularly in the 

case of a high system criticality, i. e. decisions with high risk, organizational safeguards 

must be put in place.
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Outsourcing tasks to machines provides physicians with additional spaces of 

action. It would be ethically questionable to deploy these spaces exclusively for in-

creasing efficiency in the sense of reducing medical personnel. Rather, these freed up 

capacities should be used to offer individual patients more attention and care in the 

personal physician-patient relationship. New digital technologies will therefore ideally 

lead not to a reduction of the human factor in the physician-patient relationship but 

actually strengthen this factor and a focus on what matters most.

One prerequisite for actually realizing this potential for improved personal 

attention and care, strengthening the human factor, is an appropriate design of the 

healthcare system, including the financial compensation structures in place. The time 

that is gained in this process can only then be truly invested in the relationship between 

the physician and the patient, if what is termed “conversational medicine” gets more 

valorized in conjunction with corresponding financial incentives.

Their university education and the ensuing practical work should provide physi-

cians with the knowledge and skills that are necessary for making decisions concerning 

the integration of algorithmic systems into their daily patient-focused activities, (see also 

15 et seqq.). The use of modern digital technologies increasingly places the physician 

in an intermediary role between the patient and the technology, where it is important 

to disclose the uses of technology and explain to the patient the criteria underlying a 

recommendation made by the machine. It is important here that physicians be knowl-

edgeable about the data quality, the capabilities of algorithmic decision-making, and 

the informative power of probabilities and other results in order to, on one hand, make 

their own appropriate assessments of the automated result and, on the other, to provide 

corresponding explanations to the patient.

The availability of high-quality data is a fundamental prerequisite for medical 

research and for patient care in line with the capabilities of modern medical science. 

It is critical to establish the legal, organizational, and technical prerequisites for the 

legally secure collection, curation, and use of data within the intramural and extramural 

healthcare systems. It is also critical for data to be shared at the national and interna-

tional level and be made available for purposes of research as well as clinical practice. 

In pursuing these goals, it is necessary to ensure compliance with the fundamental, 

legally mandated level of data protection – especially by means of the most extensive 

possible synthetization or at least anonymization of data – as well as preservation of 

ethical standards (see also 17). Sufficient data protection is required in particular at 

the interfaces between hospitals, research institutions, private practices, and patients. 

These measures should strengthen the patients’ acceptance and trust in data-supported 

applications in the short and long term.

The use of modern digital technology gives rise to a number of other ethical 

questions which are not new per se but which take on new quantitative or qualitative 

dimensions. This concerns, for instance, the handling of incidental findings, which can 

occur with greater quantitative frequency since machines are capable of processing and 

analyzing a larger information bandwidth. Physicians are obligated to consider carefully 
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how to handle incidental findings. Patients must be informed of the impacts of possible 

incidental findings. The “right not to know” must always also be preserved.

6.4 Consequences regarding responsibility and 
system design

The ethically justifiable use of modern digital technologies requires that the final medical 

decisions be explainable and transparent; the associated requirements are increasing 

with the level of system criticality. The transparency requirement applies to data sources 

and data quality. This includes the key parameters involved in a decision, such as age, 

gender, health history, image findings, and the extent to which certain assumptions are 

based on correlation or causality, possibly combined with counterfactual explanations. 

Ensuring explainability and transparency is primarily the responsibility of the system 

designer and must be taken into account in the approval processes for algorithmic 

systems as well as in the user information provided. 

One central measure for ensuring data quality consists of furnishing the data sets 

used by algorithmic systems with metadata concerning the origin of the data. The ability 

to trace the context in which data are collected for a specific purpose is recommended 

in particular when the data may be used for analysis purposes in other contexts. This 

should make it possible to identify and correct any possible bias in the data set.

The use of artificial intelligence in medicine must give due consideration to the 

legal rights of all involved – in particular patients and physicians but also the adminis-

trators of healthcare institutions. Legal regulations should establish – for instance in 

the form of a dynamic system – control mechanisms that are adequate to a particular 

technology and its field of use. This could take various forms, from pure ex post verifi-

cations to audits in parallel with the development process to approval and certification 

requirements.

Hospital administrators and department heads should take full responsibility for 

the use of autonomous systems that do not merely provide support for the decision of 

a human being; they must be equally liable under civil law as in the case of decisions 

taken by human medical personnel. From an ethical perspective, the use of modern digital 

technologies in direct contact with patients requires the avoidance of a responsibility 

vacuum. The applicable civil and criminal legislation must be evaluated in this regard to 

ensure that accountability and liability are appropriately distributed even in the context 

of autonomous and networked systems. This includes accepting responsibility for tech-

nical aids that supplant human deliberation and decision-making processes according 

to principles similar to those that apply to human assistants (see Section 1313a Austrian 

Civil Code – ABGB). The introduction of an “electronic person”, i. e. the recognition of 

robots and artificial intelligence as legal persons, must be rejected.
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6.5 Consequences for medical education

Enabling physicians to integrate algorithmic systems into daily patient-related activities 

should be given due consideration in the medical curriculum. Medical education consider 

the fact that modern digital technologies question the preservation of the competence 

of the medical profession, insofar as often decades of clinical practice are required in 

order to become an experienced physician. It is primarily a matter of medical educa-

tion to ensure that future generations of physicians continue to possess the requisite 

competence. 

Decisions concerning the use and design of modern digital technologies must be 

sensitive to the preservation of medical competence (in the specific and general sense) 

in the way of “competence sensitive design”; insofar as these technologies directly 

impact on which human control functions will be maintained (e. g. the human in the loop 

principle), on the quality of medical care in exceptional situations (e. g. catastrophes or 

cyber-attacks), as well as on the capacity of future generations to innovate (e. g. the 

development of new medical technologies). Preservation of competence in the specific 

sense must be ensured through appropriate system design. Role swapping must be 

incorporated into the protocols; in other words, the physician must be regularly called 

upon to make an initial decision without knowledge of the recommendation of the 

algorithmic system. The preservation of competence must be safeguarded by inten-

tionally establishing mandatory training modules and capitalizing on the opportunities 

for continuing medical education afforded by global networking and the availability of 

case studies and visual materials.

Fundamental knowledge of data law (e. g. data protection law) and data ethics 

must become a fixed component in the education of all medical professions. It will also 

be necessary to teach entirely new skills that have previously been absent or only barely 

included in the education of physicians (and nursing staff). These skills involve a funda-

mental understanding of the functioning of modern digital technologies, especially the 

importance of data quality, the risks of bias and discrimination, the informative power 

of algorithmic results, and the limits of algorithmic systems in general.

6.6 Recommendations

1. Modern digital technologies offer the prospect of improving the quality of medical 

care in accordance with the principle of beneficence. Whenever these technol-

ogies result in improved therapy success, their use is not only permissible but 

ethically advisable.

2. The emotional wellbeing of the patient and the physician must always be taken 

into account in evaluating the quality of medical care.

3. General medical progress to the benefit of future patient generations also 

presents an ethically relevant argument for the use of digital technologies.
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4. Artificial intelligence and machine learning do not automatically lead to increased 

social justice in the healthcare system. Identifying and reflecting on possible 

sources of bias and discrimination and counteracting their effects through 

bias-sensitive design and use of the system pose challenges as well as opportuni-

ties for social change.

5. The increasing use of technology has changed the way physicians work with 

machines. When algorithmic systems are used, a diagnosis or therapy recommen-

dation calculated by a machine should not lead on its own to a de facto decision. 

6. Outsourcing tasks to machines frees up capacities of the physician. These freed 

up capacities should be used to enable more human interaction in the personal 

relationship between physicians and individual patients.

7. Saved time can only truly be invested in the relationship between the physician 

and the patient if there is increased valorization of “conversational medicine” in 

conjunction with corresponding financial incentives.

8. Within their university education and ensuing practical work, physicians must 

learn the necessary knowledge and skills to make decisions concerning the 

integration of algorithmic systems into their daily patient-focused activities.

9. All legal, organizational, and technical prerequisites must be established for the 

legally compliant collection, administration, and use of data in the intramural and 

extramural healthcare systems.

10. The ethically justifiable use of modern digital technologies requires that the final 

medical decisions be explainable and transparent.

11. The use of artificial intelligence in medicine must give due consideration to the 

legal rights of all involved – in particular patients and physicians but also the 

administrators of healthcare institutions.

12. Hospital administrators and department heads should take responsibility for the 

use of autonomous systems that go beyond merely providing support for the 

decision of a human being and must be liable under civil law just the same as if 

human medical personnel had been relied upon. This should guarantee that no 

responsibility vacuum is created. 

13. Enabling physicians to integrate algorithmic systems into daily patient-related 

activities should be given due consideration in the medical curriculum.

14. Decisions concerning the use and design of modern digital technologies must be 

sensitive to the preservation of medical competence in the specific and general 

sense.

15. Fundamental knowledge of data law (e. g. data protection law) and data ethics 

must become a fixed component in the education of all medical professions.
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E- Electronic 
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